2 Eye-tracker Hardware and its Properties

This chapter introduces the machines that we call eye-trackers, their properties, and the peo-
ple manufacturing and using them. It provides a minimal level of technological detail for
researchers who record and use eye-movement data. Earlier drafts have been reviewed by
staff from SR Research Ltd., SMI GmbH, and Tobii AB, and by independent researchers
with expertise in developing eye-trackers. The chapter is structured like this:

First, a brief historical look back on how eye-trackers were built and used.
Manufacturer customer relations are the focus of Section 2.2 (p. 12).

In Section 2.3 (p. 16), we present a list of issues important to consider before acquiring
an eye-tracker, and before setting up an eye-tracking laboratory.

Section 2.4 (p. 17) focuses on the properties of the environment where you make your
records (the ‘lab"), and the competences needed in it.

Section 2.5 (p. 21) gives a very condensed overview of the eye movements measured
by an eye-tracker, and then describes the dominating measuring principle: the pupil-
and-corneal-reflection method.

In Section 2.6 (p. 29), we review the quality of recorded data. Methods for measuring
data quality are discussed here.

Section 2.7 (p. 51) covers the set-up of eye cameras and infrared illumination. This set-
up differs depending on your chosen hardware, and your particular research question.
These issues will be addressed with various pictures taken from our lab to illustrate the
types of problems you might encounter, and solutions to them.

If you plan to buy an eye-tracker, read the entire chapter before ordering, considering
how the different technical aspects described will impact the specific type of research that
vou wish to carry out. If you are just now beginning with an eye-tracking project, read only
the summary checklist given in Table 2.2, and then go to Chapter 3. If you already have
an eye-tracking lab up and running, you may find this chapter useful for organizational and
technical background. Or if you only require a quick introduction to the technical terms used
to describe eye-tracker properties, read from Section 2.5 in this chapter.

2.1 A brief history of the competences around eye-trackers

The earliest eye-trackers were built in the late 1800s. They were technically difficult to build,
mostly mechanical, and not very comfortable for the participants. Huey (1898) used a bite-bar
with partially cooled sealing-wax attached to the mouth-piece; this ensured participants kept
their heads still. Delabarre (1898) anaesthetized the eyeball by applying a solution of two
to three per cent cocaine; a Paris ring was then attached to the eye which connected it to a
mechanical level. Only at the beginning of the twentieth century did Dodge and Cline (1901)
introduce the principle of photographing the reflection of an external light source from the
fovea, This is much less invasive and in recent years has become the dominating technique
for recording eye movements.
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From around 1950, individual researchers developed a number of different techniques,
the most common of which are the following:

e Lense systems with mirrors (some protruding, making blinking difficult) were used
by Yarbus, Ditchburn and others in the 1950s to 1970s. Having a very high precision,
these highly uncomfortable contact lenses made possible the recording of very detailed
movements of the eye.

Electromagnetic coil systems, which measure the electromagnetic induction in a silicon
contact lense placed on the anaesthetized eye, were long considered the most precise
method of measuring any eye movements (Collewijn, 1998), but are now known to al-
ter the saccades of participants who wear them (Frens & Van Der Geest, 2002; Triisk,
Bolzani, & Ygge, 2005). Contact lenses had to be modelled individually for each par-
ticipant, and even then often remained uncomfortable.

Electrooculography (EOG) systems measure the electromagnetic variation when the
dipole of the eyeball musculature moves. Also, EOG systems typically only measured
horizontal movements, and suffered from the electromagnetic noise of surrounding
muscles. They still exist as a low-cost variety of eye tracking, having a high sampling
frequency, although accuracy is poor due to drift.

The Dual Purkinje systems from Fourward Technology were very expensive, difficult to
maintain, had a very small visual field of recording, but were also extremely precise and
accurate without having to place something directly onto the participants eye. Using
video, they recorded data using both the first and the fourth Purkinje reflections (Crane
& Steele, 1985). However, Deubel and Bridgeman (1995) presented data indicating
that saccade endings are inadequately measured with this technique, due to the fourth
reflection.

For a closer review of these and other early technologies, see Duchowski (2007, pp.
51-59), Rotting (2001, pp. 41-53), Ciuffreda and Tannen (1995, pp. 184-205), Young and
Sheena (1975), or Ditchburn (1973, pp. 36-77). Additionally, Wade and Tatler (2005) offer

an excellent historical overview of eye-movement research.

Throughout most of the twentieth century, eye-movement researchers were required to
build their own systems before using them to do research. Ready-made, over-the-counter
eye-trackers were simply not an alternative. Even in relatively recent times, they have had to
build their own eye-trackers themselves, from electronics that had to be understood in detail,
as the following methods section from Heywood and Churcher (1981) clearly exemplifies:

The experiments were carried out in a darkened room. Participants sat, their heads fixed
by a dental bite and a forehead rest, facing a Tektronix 604 display CRT (31 phos-
phor) 51 cm away at eye level. The movements of their right eyes were recorded using
an infrared photoelectric technique modified from those described by Wheeless et al.
(1966) and Jones (1973). An image of the eye, lit with partially collimated infrared light
from a GaAs LED (Texas Instruments, TIXL 16), was formed on a perspex screen, in
which were mounted two infrared sensitive photodiodes (Texas Instruments, TILSI).
The system was constructed so that with appropriate positioning of the two photodi-
odes, subtraction of their output signal yielded a signal linearly related to horizontal eye
rotation over the central +15° of the visual field, and addition of their output gave a
similar signal related to vertical eye rotations linear over the central +10°. In the present
experiment we were concerned only with horizontal eye movements. The signals were
amplified and were sampled by a computer (CAT Alpha LSI 2) that also controlled the
participants’ displays and recorded the movements of the target. The entire system had a
half-power bandwidth of 330 Hz: the sample rate in the present experiment was 500 Hz,
and the resolution of the system was better than 6 min arc.
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Being required to build their own hardware had several disadvantages for scientists:
Above all, it slowed down their research. It made eye tracking more exclusive and often
completely impractical. However, running self-built eye-trackers had advantages, too: a re-
searcher who has also built the system is more likely to know the properties of the data, and
what filters and settings are necessary. Eye-movement behaviour can be more readily dif-
ferentiated from the artefacts of the measurement system. Algorithms can be more closely
attuned to actual eye-movement behaviour. Errors are easy to diagnose; and maintenance
operations do not risk data quality as easily.

Beginning in the mid 1970s, this situation changed profoundly. Companies driven by
engineers, such as ASL (Applied Science Laboratories), were beginning to build and sell
eve-tracking systems to researchers. Ten years later, there were many companies offering
eye-tracking hardware. Being able to buy eye-trackers made eye tracking more accessible
and versatile. Suddenly researchers could focus on their research, leaving the technical issues
to the manufacturer.

Of course, having one group of people building eye-trackers and another group using them
gives rise to an unfortunate split of competencies. It is unfortunate for the researcher, because
it is difficult to interpret (with absolute confidence) the data output from a system which they
did not design. Likewise, researchers are often not trained in the technical skills required
to maintain the system, and influence the technology and its development. Conversely, this
situation is unfortunate for the manufacturer, because it is harder to build a system if you do
not know exactly what it is going to be used for. It is uncommon for manufacturers to be
trained in the principles of experimental design and statistical analysis, therefore the software
and hardware requirements of researchers may not be met.

The number of researchers and others who use eye-trackers has grown enormously over
the past 20 years. Current-day users of eye-trackers can choose between a large number of dif-
ferent systems from many competing manufacturers. Many of these strive to make it (seem)
casy and effortless to do eye tracking. In fact, one line of current commercial development
is going towards eye-tracking systems that require almost no system knowledge on the part
of the user. In marketing research, some users are asking for eye-tracking systems that are so
casy to use that it allows them to show a number of advertisements to any groups of partici-
pants. and then just press one button to get a diagnosis of the advertisement, without thinking
about any of the technical properties of the eye-tracker, let alone experimental design.

In reality, eye-trackers are advanced physiological measuring systems, and they are pro-
duced in small series. Not enough people have tested and given feedback on them for you to
he able to trust their functionality like you trust a DVD player, a microwave oven, or even
a laptop computer. There will be difficulties in measurements, data quality issues and even
bugs, and the diagnoses and workarounds will require system knowledge. We can use one
DVD player for all disks, but not one eye-tracker for all studies. There are many technical
aspects to eye-trackers that decide whether your particular study will be feasible with a partic-
ular eye-tracker. Researchers who understand their systems are much more likely to produce
~eliable results, and knowledgeable customers are much more likely to get a system they can
actually use for the intended purpose.

Therefore, in this chapter, we will spend some time reviewing current types of eye-
wrackers and their properties, but also where eye-trackers should be located for optimal record-
ings and usability, and what sort of infrastructure is needed around them. First, however, we
must discuss the current manufacturers and their complex relation to the researchers and oth-
ers who buy equipment from them.
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2.2 Manufacturers and customers

Before the 1980s, most researchers both built and did research with their eye-tracking sys-
tem. Today, that single role is divided into two principal parties: the manufacturer and the
researcher. Manufacturers have different origins. Some were founded by researchers, like SR
Research with the EyeLink family of eye-trackers, co-founded by Dave Stampe and Eyal
Reingold of the Department of Psychology at the University of Toronto, or Interactive Minds
which grew from a group at the Department of Applied Psychology in Dresden. Others sprung
out of engineering research work, for instance ASL (Applied Science Laboratory), which
originates from MIT research in the 1960s and 1970s, and SMI (SensoMotoric Instruments),
which spun off from an engineer’s PhD thesis (Teiwes, 1991) on torsional eye tracking in
neurological applications in the early 1990s.

In spring 2009, we could find 23 companies prepared to sell video-based eye-tracking sys-
tems to us. A handful of companies sell eye-trackers based on now less common principles,
for instance coil systems, EOG systems, and diode-sensor systems. Of the 23 manufacturers
of video-based eye-trackers, three were founded before 1985, and more than 50% after 2000.
Most of them only sell one or two products, and several of those appear to have only a small
customer group. The vast majority of companies have been founded by engineers and applied
physicists., and very few of the companies had a psychologist in the group of founders.!

Over the past twenty years, several other manufacturers started but never grew large, and
finally vanished. All the time, new people reinvent the wheel, possibly oblivious of the market
situation, and this gives rise to media reports of “a new fantastic invention that can measure
where people are looking”, with predictions of the many applications such a tool could have.
These inventions are seldom long-lived.

A few researchers continued building their own eye-trackers to give them the precise
properties they required for their research. Mike Land’s portable head-mounted eye-tracker
from the mid-1990s is a good example, and Jeff Pelz and colleagues at Rochester also cus-
tomize eye-trackers with similar goals in mind: to investigate eye movements in natural envi-
ronments and when performing everyday tasks.

Sometimes a specific line of research develops its own eye-trackers, which is the case with
the Visagraph, a series of family-based low-cost eye-trackers that have been used in diagnos-
tic optometric reading tests in schools for several decades, but not in any other research. Sim-
ilarly, the company Verify International, before going out of business in 2007, built their own
eye-trackers for consumer research (known through publications such as Pieters & Wedel,
2004).

There is also an ongoing effort to develop smaller, less expensive, and more accessible
eye-trackers, coordinated in the academic network COGAIN,? and it may not be long until it
is technically feasible for each laptop to have a simple built-in eye-tracking function. Today,
it is even possible to turn your webcamera into a simple eye-tracker.

In the following bulleted list we cover the main customer groups, focusing on the large
manufacturers who supply them. We have first-hand knowledge of these companies, their
eye-trackers, and the support which they offer.

e The academic researcher group is definitely the oldest, and probably the largest of the
customer groups. It is fairly stable over time, but also very heterogenous in research
themes. Dispersed over almost all disciplines of science, they are united by a desire to

I"The exact number is niot easy to determine, but it is safe to say that psychologists are part of the founders/owners
in at least four of these 23 companies.

Zhttp://www.cogain.org/
Je.g., http://www.gazegroup.org
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use proper experimental set-ups and statistics, often also emphasizing precise timing,
accuracy, precision, and high sampling frequency in data. Researchers usually buy their
eye-trackers as part of building or expanding a lab, or after having received funding for
a project. In the authors’ experience, for more than a decade, the leading manufacturers
that provide for this demanding customer group are SR Research with the EyeLink
system, SensoMotoric Instruments (SMI), and Applied Systems Laboratory (ASL),
with Tobii Technology opening up and taking a leading role in some applied parts of
academia.*

Another large but much more recent group of eye-tracker customers is the media and
advertisement consultants, who ask for eye-trackers that are simple to use. These con-
sultants often want to rent the eye-tracker for a specific project, rather than buy it. They
use eye-trackers as a method, among others, to decide whether to say “no” or “go” to
an advertisement campaign, and they are often happy with heat map representations of
data (see Chapter 7). Experimental designs and statistical significance tests typically
do not give any added value to media or advertisement consultants. Also, some non-
academic usability testers share methods and requirements with this user community.
Many of the companies compete to sell to these users, but Tobii has dominated this
customer category since the mid 2000s.

Human factors researchers make up a small group that has existed for a long time. They
have specific demands to be able to use eye-trackers in the field: in cars, nuclear plants,
aeroplanes etc. Applied sports psychologists and consumer researchers can also have
the same type of requirements, along with a few ‘real-world” academic researchers.
ASL. SMI, Smart-Eye, and Seeing Machines have traditionally had a focus on these
users, but several others are also selling to this varied group.

There is a group of clinical users of eye-trackers who are not interested in gaze positions
per se, but are more concerned with movement patterns such as nystagmus, deviant
saccadic forms, oculomotor dynamics, and torsional movements of the eye. Calibration
must be possible even for participants who cannot fixate properly. The eye-trackers
used for these purposes and the studies carried out, are often designed for diagnosing
individual participants, or identifying core functional deficits of a visual disorder, rather
than for testing large groups to find generalizable results.

A previously small, but in later years very rapidly growing, group is the users of gaze-
guided computer interfaces. They cannot operate a computer by other means, because
of a disability or because the task requires their hands for other jobs. LC Technology
was an early player in this group, now followed by Tobii and a few small companies.
For this group, low price is often prioritized over high data quality. They want to inter-
act with their computers using the eye-tracker on a one-to-one basis, and do not usually
work with precise experimental designs and statistics over several users. Knowing the
technical details of the system is often of little interest.

Eye laser surgeons comprise a user group for which the primary interest is an accurate,
precise, and quick eye-movement signal, that can be used to move a laser knife to com-
pensate for the signal change when an eye movement occurs. Hardware and software
requirements, as well as gaze estimation method, differ between this user group and all
others.

“The strength of each company can be measured differently, for instance taking into account: 1) the number of
seer-reviewed journal publications where their system was used, divided by research area and impact factors, 2) the
sumber of systems sold, 3) the number of employees (divided into developers versus sales), 4) the presence of the
manufacturer at conferences and meetings, and 5) the image they have in the community.
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The users of eye-trackers, such as those listed above, also differ very much in their tech-
nical competence. Some labs, and some branches of research as a whole, have better skills
than others to evaluate the technical properties of an eye-tracker before purchasing. Program-
ming stimulus presentation, carrying out successful recordings, and developing algorithms
and software for data analysis are all important considerations before buying an eye-tracker;
proficiency in these abilities differs a lot between the user groups mentioned above, and this
can effect the choice of which eye-tracker to buy and the validity of the studies carried out
with it. Variance in the competencies required to evaluate and run eye-trackers, and program
auxiliary software which compliments their use, exist both within academia and outside of it.

The diversity of customer groups has lead to manufacturers producing very different kinds
of eye-trackers. Some of the manufacturers have a long history of providing eye-trackers of
multiple types, for instance ASL and SML and to some extent SR Research (by offering
optional extensions), while most of the others have concentrated on the specifics of their
main target group.

Not only hardware and recording software, but also stimulus and presentation tools vary
between manufacturers. The simple rule seems to be: the more a manufacturer provides for
the academic community, the more versatile and powerful is their stimulus presentation tool,
simply because the (predominantly academic) customers of those manufacturers have asked
for solutions that support a large range of experimental designs. Manufacturers who mostly
cater for the advertisement and usability customer group, typically offer slide shows with lim-
ited support for running sophisticated empirical studies; they rather emphasize web support
in their stimulus tools.

The analysis software from manufacturers also reflects which customer groups they have.
Many customers investigating applied domains (e.g. website usability) mainly care about
visualizations of eye-tracking data (heat maps and scanpaths, see Chapters 7 and 8 for a thor-
ough discussion), rather than graphs and appropriate statistical comparisons. The analysis
software, and the way the salespeople present it, will then focus on visualizations that look
good in demos, but will only have limited options for exporting data (other than raw data, fix-
ation sequences, and area of interest hits). The researcher, however, is trained to trust a result
only if it comes from a correctly performed experiment, with statistically significant effects.
Therefore, the manufacturers with more academic researchers as customers have analysis
software that allows for a variety of different experimental designs, and which can export a
rich range of outcome measures (dependent variables).

The background of the manufacturers’ sales people differs wildly. Before you take ad-
vice from any salesperson, find out what their background and motivation is: are they newly
graduated engineers who know very little about eye-tracking research, or do they have com-
prehensive experience and know-how? If you press them on a technical issue, will they simply
guess that their system handles it, or can they tell you about the technical properties of the
system and the motivation behind it? How well do they understand the scientific aspects of
eye-tracking research, and the role of their equipment and software in your workflow? What
is their contact network in the scientific and applied fields of eye-tracking, and will they make
it available to you? Can their claims about the role of their company and products among re-
searchers and practitioners be supported by independent sources? Their prime motivation will
always be to sell you a system, but does the salesperson have additional motivations that are
beneficial to you: to maintain good relations to you as a customer, using you as a reference
for future customers, to assist you in publishing papers in scientific journals; perhaps they are
only interested in adding you as an additional node in their network clients to help them gain
future sales.

Many customers over-estimate the scientific competence of the manufacturers, thinking
that they not only produce the systems, but also know exactly how to use eye-trackers to
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do research, which settings to use for algorithms, and how to interpret the many metrics
which can be derived from the data eye-trackers produce. All manufacturers know a lot about
which cameras to use, the algorithms and filters used to process the video image, and the
mathematics underlying gaze estimation, but too few staff of manufacturers are academics
who publish research results. For a lot of the staff of manufacturers eye-trackers are products
rather than research tools. Eyal Reingold of SR Research is a notable exception—with vast
research experience in vision and eye movements he is a co-founder of the EyeLink system,
arguably the most dominant eye-tracker on the market for the academic user group.

As competence in how to use eye-trackers for research still resides in the research lab-
oratories, manufacturers will always need close collaboration with researchers who are well
acquainted with the requirements and workflow of real eye-tracking studies when they make
decisions about how to develop their hard- and software. When you talk to a manufacturer,
try to find out how they gain access to scientists’ experiences.

Sales people from the companies with a strong position in the academic world invariably
say two things that are important to consider. First, they do not want to sell you something
that you cannot use. This is a sign of normal business ethics. Second, if you want a property or
functionality that they do not currently have, but which is interesting also for other customers,
they will try to implement it and add it not only to the system that you buy, but to the future
product line of the company. This is not only salespeople’s talk; the authors of this book have
witnessed several joint development projects with the three leading companies and researcher
sroups at universities. Customer requirements are a major factor behind product development,
and it is important to evaluate a company in terms of how well they integrate requests (and
bug reports) without compromising the integrity and overall consistency of their system.

If employees in a manufacturer company are often exchanged, there is a risk that their
competence is lower than in a company where key staff have worked longer. Both technical
development and customer relations are competencies that take time to form.

Evaluate the manufacturer’s history of software upgrades. Are the upgrades coming at a
reasonable rate? Do upgrades solve or address important issues? Is upgrading easy to per-
form? Are the upgrades done in such a way as to support comparability of results across
software versions (for instance, when a new event detection algorithm is introduced)?

The manufacturer’s support line is often the only remaining link between the manufac-
rurer and the researcher. As an eye-tracker is a piece of equipment that often requires its owner
1o contact support, evaluate manufacturer support before acquiring the system. Be aware that
the different manufacturers have very different reputations with respect to their support line.
Some are extremely helpful, specific and quick, inviting discussion with a dedicated company
representative who focuses on finding a solution that works for you as customer, and gives
vou feedback on how your request is being processed.

There is no standardization between systems. Terms for measurement quality differ, as
well as the methods manufacturers use to calculate reported performance figures for their
systems. Many of the concepts of recording and analysis also differ between manufacturers.
Thus, comparing the webpages and specification sheets between several manufacturers and
using that as a basis for acquiring an eye-tracker is often confusing and of little use.

Technological transparency and openness varies between manufacturer companies. There
are several important aspects to this:

o Manufacturers vary in how they record, calculate, and report performance values such

as precision, If you want to be sure, make your own tests.

o Some have developed technically transparent recording software, so that the user can

see and control virtually everything. Several companies, for instance SMI, SR Research
and ASL, have had this policy for a long time. The direct opposite is to hide the record-
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ing settings, eye-video, and data viewers and only supply as little control as possible
to the user. These opposing strategies obviously address the more versus less technical
user groups. Technological transparency does require more of the user, in terms of get-
ting over a competence threshold, but in the authors’ experience, gives better and more
easily comprehensible data.

The analysis software of some manufacturers allows direct control over filter and al-
gorithm settings, while other software has reduced access to or even makes settings
inaccessible defaults. Again, having access to both allows and requires an understand-
ing of the analysis tools, and increases your chances of performing a good, valid study,

Some customers would like their eye-tracking systems to be plug-and-play, with technical
detail well hidden. Other customers are deeply suspicious of hidden details, knowing that the
‘clean’ data emerging may have lost the effect they looked for or introduced artefacts. In 2007,
for example, a group of some 20 dissatisfied European academic users wrote a common letter
to one manufacturer, demanding to have the source code for their fixation detection algorithm.
In the long run, technological transparency and openness give better customer relations.

Still, relatively few users switch between manufacturers. Long-term customer—manufac-
turer relationships are common, for many reasons. The users are acquainted with the hard-
ware, the stimulus and analysis software, and the way to work with them. In particular for
users with lower technical competence, learning to use a second system, and having two
manufacturers to talk to, is seen as a cost, which must be outweighed by the perceived im-
provement in the newly acquired technology, be it better precision or improved functionality.

To summarize so far, if you plan to use or even buy a particular eye-tracker:

o Find out who the manufacturers are and what competences the salespeople have that
advise you to buy their system.

o Contact representatives of the manufacturer’s customer group. Read their publications
(or reports), talk to them at conferences, and visit their labs. If you need other things in
your eye-tracker than what they make use of (or know about), check that these specifi-
cations are actually met. If their eye-trackers require other technical competences than
those that you have, is it likely that you can gain the required skills?

Take an academic course in eye-tracking methodology.

Borrow a system and test it. The properties that we describe in Chapters 2-9 can mostly
be turned into a test of hardware, algorithms, stimulus, and analysis tools.

When talking to the manufacturers, bring the checklist in Table 2.2, and add your own
points. Do not forget to ask them which variety of the algorithms and filters described
in Chapters 2-9 they have implemented, and why.

2.3 Hands-on advice on how to choose infrastructure and
hardware

In Tables 2.1 and 2.2, we provide condensed advice on the topics of the chapter. If you are
selting up an eye-tracking laboratory, or if you let an established eye-tracking laboratory
host your study, you might be interesting in checking Table 2.1. Table 2.2 is a list of which
hardware and system properties addressed above should be checked before you buy an eye-
tracker, or in any other way decide to use an eye-tracker in a study. Note that some properties
concern only one type of eye-tracker, and that some are more fundamental than others.
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Table 2.1 Properties of the recording environment and skills of those who run it.

Property to check Risks if you ignore the property

Cramped recording space Uncomfortable participant

Lab availability Difficult to get participants to show up

Sunlight, lamps and lighting conditions Optic artefacts, imprecision, and data loss

Electromagnetic fields Optic artefacts, inaccuracy, and data loss (mag-
netic headtracking systems)

Vibrations Variable noise, low precision

Scientific competence of technical staff Invalid, unpublishable results; time-consuming
studies

Recording experience of staff Data quality low

Programming experience of staff Data analysis very time-consuming

Statistical experience of staff Invalid, unpublishable results; confusion

2.4 How to set up an eye-tracking laboratory

An eye-tracking laboratory needs both physical space for the eye-tracker and the experiments,
and an infrastructure that keeps the laboratory up to date and running.

2.4.1 Eye-tracking labs as physical spaces

There is not one single solution for designing an eye-tracking laboratory. Every place where
there are active people can be made into a place where researchers eye-track people. Take
a car with a built-in eye-tracker and other measurement systems, or the mobile eye-trackers
that we used in supermarkets for a study of consumer decision making. Neither are labs in
the traditional sense. So, what is an eye-tracking lab, and how should it be designed? Most
researchers work with single monitor stimuli, rather than real-life scenes. They then, in the
authors” experience, prefer sound and light isolated rooms, minimizing the risk of distracting
participants’ attention from the task. They also tend to put their eye-tracker in very cramped
locations (cubicles), where there is little room to turn around, let alone rebuild the recording
environment for the needs of different studies.

In our lab, we found it useful to make the windowless recording rooms large enough
(around 20-25 m?) to be able to rebuild their interior depending on the varying needs of
different projects (see Figure 2.1). Many labs—including our own—have also built one-way
mirror windows between recording rooms and a central control room. This allows the re-
searcher controlling the experiment to leave the participani(s) alone with their task, whilst
still being able to monitor both recording status on the eye-tracking computer, and the par-
ticipant through the one-way mirror. Having several recording rooms allows for multiple
simultaneous recordings. At our lab in Lund, this has proved valuable more than once, when
large data collections are to be made in a short period of time.

It is useful to minimize direct and ambient sunlight (i.e. to have few or no windows),
and to illuminate the room with fluorescent lighting (the best are neon lights), which both
emits less infrared light and vibrates less than incandescent bulbs (the worst are halogen
lamps). Figure 4.15(a) on page 126 shows what a halogen lamp can do—note, do not make
the room too dark, as this makes the pupil large (and variable), affecting data quality for most
eve-trackers. A bright room keeps the pupil small even with a variable-luminance stimulus,
which generally makes the data quality better. Also, in darker rooms the participant may
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Table 2.2 Eye-tracker properties to ask manufacturers about.

Property to check

Risks if you ignore the property

Manufacturer staff and openness policy

Poor support; strange errors in the system that
are not explained to you

Manufacturer major user groups (publi-
cations; visits)

System properties that you need may be lacking

Software upgrade cycles and method

No improvement in software for years; a lot of
hassle with software details

What eye movements can the system
measure?

Study impossible to operationalize

Bi- or monocular

Small differences in fixation data go unnoticed

Averaging binocularity

Large offsets when one eye is lost

The quality of the eye camera

Noise (low precision)

Can the eye image be seen?

More difficult to record some participants;
poorer understanding of system

The gaze estimation algorithm

Low data quality (precision and accuracy)

Frequency of infrared used

Poor data outdoors and in total darkness

Sampling frequency

You may need to record much more data; veloc-
ity and acceleration values invalid

Accuracy

Spatial (area of interest) analyses will be invalid

Drift (accuracy drops over time)

Constant recalibration; experimental design
changes

Precision

Fixation and saccade data will be invalid; gaze
contingency difficult; small movements not de-
tectable

Filters used in velocity calculations

Fixation and saccade data will be imprecise

Headbox (remotes)

Data and quality loss when participant moves

Head movement compensation algo-
rithm

Noise (low precision); spatial inaccuracy

Recovery time

Larger data loss just after participant moves or
blinks

Latencies (in both recording and stimu-
lus software)

Invalid results; gaze contingency studies impos-
sible

Camera and illumination set-up

Data recording difficult or not possible with
glasses

Robustness, the versatility for record-
ing on more difficult participant popu-
lations

Data loss and poorer data for many participants

Portability of mobile system

Cannot be used out of laboratory

Connectivity

Difficult or impossible to add auxiliary stimulus
presentations or data recordings

Tracking range

Data loss when participant looks in corners

Reference system for output coordi-
nates

Data analysis very time consuming for some
head-mounted systems

Parallax

Small and systematic offset in gaze-overlaid
video data
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Control room

Recording Recording
room 2 room 1

Fig. 2.1 Layout of one recording area in the Humanities Laboratory at Lund University. Each recording
studio is 25 m2. Ante-chambers allow for reception of participants, storage, and a space for the researcher
to work between participants. We also have several additional recording rooms for minor studies, technical
maintenance, and storage.

see the infrared illumination reflected in the mirror, although this depends somewhat on the
wavelength of light emitted from the illumination.

Sounds will easily distract your participant’s visual behaviour, so it is advisable to use
a soundproof room if you can. For sensitive measurements, place the eye-tracker on a firm
table standing on a concrete floor. Do not allow the participant to click the mouse or type on
the keyboard on the same table where the eye-tracker is located. Also minimize vibrations
from nearby motion of people or outside traffic. If you are using magnetic systems for head-
tracking, also minimize various sources of electromagnetic noise (lifts, fans, some computers)
in the recording and neighbouring rooms. Stabilized electrical current is an advantage for
some measurements, but not critical.

If you are recording eye-tracking data in fMRI systems, the strong magnetic fields re-
quire optimized eye-tracking equipment to be used, typically built to film the eye from a safe
distance with long-range optics and mirrors near the face. With MEG systems, no auxiliary
electromagnetic field may be introduced, and therefore long-distance eye-trackers are also
used.

If possible, have your laboratory close to a participant population, or at least make it casy
for your participants to reach your lab. That makes it easier to set up a *production line’ where
participants arrive one after the other to large recordings.

2.4.2 Types of laboratories and their infrastructure

There are labs that have done eye tracking for 20 years or more, and there are others that have
just started. There are labs that only serve a few researchers around the owner of the system,
and there are labs that actively invite others to use their equipment, against a cost. There are
some eye-tracking companies that conduct studies on a commercial basis.

The largest commercial eye-tracking labs have 20-50 eye-trackers to test advertisement
campaigns. They are connected to, and sometimes part of, the largest, well-known consumer
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product companies, and have gathered the necessary technical and scientific competence in
their groups. Unfortunately, they do not publish their work, and they are reluctant to talk
about how they use eye tracking and how they are structured. The smallest commercial eye-
tracking labs are often media consultants, consisting of one or two people, who often have no
previous experience in any of the competence areas necessary to do high-quality eye-tracking
work.

Many academic eye-tracking laboratories consist of a professor and one or two grad-
uate students and/or post-doctoral researchers, who between them can mostly provide the
scientific competence needed in their own studies, and who can—if needed—also read up
on previous eye-movement research and its technicalities. Some labs quickly grasp the tech-
nology of their eye-tracker. If the research group is less technically inclined, the necessary
technical maintenance is often thought to be a task for the computer technician in the de-
partment, the one who is also responsible for email, servers, web, and some programming.
However, unless the computer technician learns how to operate and design studies with the
eye-tracker, such a division of competences is, in our experience, an unfortunate organization
of labs. It typically forces the graduate students to take full charge of the eye-tracker, solve
technical issues, upgrade the software, and maintain contact with the manufacturer’s support
line. The graduate students do this because anyone who makes a change in hardware or the
settings of the recording system must also understand that system well enough to be able to
make a recording, and see that the data quality requirements for the next study in line are
satisfactorily met. Since data quality issues are central throughout the research process, from
data recording, over the various stages of data analysis, to the responses from reviewers to
submitted manuscripts, satisfactory diagnosis and maintenance of an eye-tracker can only be
done by a person confident in a/l aspects of this research process. It can be difficult to find an
employee who is sufficiently competent in every one of these skills, and inevitably mistakes
will be made as graduate students learn.

Ideally, a larger lab is headed by a person who has both technical and research back-
ground, someone who can bridge the competence gap that originates from the time when
eye-trackers began to be manufactured and sold. This means knowing the recording technol-
ogy in enough detail to know what a good signal is, to diagnose and remedy errors, to be
able to record and analyse data, and follow the research process all the way from hypothesis
formulation to reviewer comments and publication.

Since recording high-quality eye-tracking data requires expertise that they can only get
from experience, it is important for the staff doing the actual recording work to take part in
many recordings with different participants, stimuli, and tasks. As the quality of recorded data
is important for subsequent data analysis, it is easier if the same person does both recording
and analysis; it is better if the researcher with the highest incentive to get good data takes
part in the recordings, so she can influence the many choices made during eye-camera set-up
and calibration (pp. 116-134). The exception is when the analysis is subjective in nature and
needs to be performed by a person naive to the purpose of the experiment. Any staff who
meet and greet participants should have appropriate professionalism for the job; they should
be able to answer questions relating to the experimental procedure which the participant is
about to undergo.

It is very useful if laboratory staff are also knowledgeable in programming, both for stim-
ulus presentation and for data coding/analysis. Matlab, R, and Python are the preferred soft-
ware in our and many other labs. If you have scientific ambitions—following the standards of
peer-reviewed journals, rather than having heat maps as deliverables—it is also very useful
to have a dedicated methodological and statistical specialist in your laboratory.

Since it may be difficult to find all these qualities in one person, you may need several
staff members in your lab. Finally, whether you alone carry the full responsibility of your
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eye-tracking laboratory, or you share it with others, it is very useful to be part of a laboratory
network, sharing experiences, knowledge, and software.

2.5 Measuring the movements of the eye

This section introduces the major eye-movement measuring method in use today, the pupil-
and-corneal-refiection method. To better understand the principles of this measurement tech-
nique, we will begin with a very brief survey of the eye, and its basic movements.

251 The eye and its movements

The human eye lets light in through the pupil, turns the image upside down in the lense and
then projects it onto the back of the eyeball—the retina. The retina is filled with light-sensitive
cells. called cones and rods, which transduce the incoming light into electrical signals sent
through the optic nerve to the visual cortex for further processing. Cones are sensitive to
what is known as high spatial frequency (also known as visual detail) and provide us with
colour vision. Rods are very sensitive to light, and therefore support vision under dim light
conditions.

There is a small area at the bottom of Figure 2.2(a), called the fovea. Here, in this small
area, spanning less than 2° of the visual field, cones are extremely over-represented, while
they are very sparsely distributed in the periphery of the retina. This has the result that we have
full acuity only in this small area, roughly the size of your thumb nail at arm’s distance. In
order to see a selected object sharply, like a word in a text, we therefore have to move our eyes,
so that (fie light from the word falls directly on the fovea. Only when we foveate it can we
read the word. Foveal information is prioritized in processing due to the cortical magnification
factor, which increases linearly with eccentricity, from about 0.15° /mm cortical matter at the
fovea to 1.5°/mm at an eccentricity of 20° (Hubel & Wiesel, 1974). As a result, about 25%
of visual cortex processes the central 2.5° of the visual scene (De Valois & De Valois, 1980).

For video-based measurement of eye movements, the pupil is very important. The other
important, and less known, element on the eyeball is the cornea. The cornea covers the outside
of the eye, and reflects light. The reflection that you can see in someone’s eyes usually comes
from the cornea. When tracking the eyes of participants, we mostly want only one reflection
(although in some systems two or more reflections are used), so we record in infrared, to
avoid all natural light reflections, and typically illuminate the eye with one (or more) infrared
light source. The resulting corneal reflection is also known as * glint” and the *1st Purkinje
reflection’ (P1). One should also be aware that light is reflected further back as well—both off
the cornea and the lens—as illustrated in Figure 2.2(b). The corneal reflection is the brightest,
but not the only reflection.

Human eye movements are controlled by three pairs of muscles, depicted in Figure 2.3
They are responsible for horizontal (yaw), vertical ‘(pitch), and torsional (roll) eye move-
ments, respectively, and hence control the three-dimensional orientation of the eye inSide the
head. According to Donder’s law (Tweed & Vilis, 1990), the orientation uniquely decides the
direction of gaze, independent of how the eye was previously orientated. Large parts of the
brain are engaged in controlling these muscles so they direct the gaze to relevant locations in
space.

The most reported event in eye-tracking data does not in fact relate to a movement, but to
the state when the eye remains still over a period of time, for example when the eye temporar-
ily stops at a word during reading. This is called a fixation and lasts anywhere from some tens
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(&) The human eye (From Wikimedia Commons). (b) The four Purkinje reflections
resulting from incoming light.

Fig. 2.2 For eye tracking, the important parts in the order encountered by incoming light are: the cornea,
the iris and pupil, the lens, and the fovea.

Fig. 2.3 The human eye muscles. From Grays (1918) Anatomy of the Human Body via Wikimedia Com-
mons. The muscle pair (2)-(3) generate the vertical up-down movements, while (4)—(5) generate horizon-
tal right-left movements. The pair (7)—(8) generate the torsional rotating movement. (9)=(10) control the
aeyelid.

of milliseconds up to several seconds. It is generally considered that when we measure a fix-
ation, we also measure atlention to that position, even though exceptions exist that separate
the two.

The word ‘fixation’ is a bit misleading because the eye is not completely still, but has
three distinct types of micro-movements: fremor (sometimes called physiological nystag-
mus), microsaccades and drifts (Martinez-Conde, Macknik, & Hubel, 2004), Tremor is a
small movement of frequency around 90 Hz, whose exact role is unclear; it can be imprecise
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Table 2.3 Typical values of the most common types of eye movement events. Most eye-rackers can only
record some of these.

Type Duration (ms) Amplitude Velocity

Fixation 200-300 - -
Saccade 30-80 4-20° 30-500°/s
Glissade 1040 0.5-2° 20-140°/s
Smooth pursuit - - 10-30° /s
Microsaccade 10-30 1040 15-50°/s
Tremor i 20/ /s (peak)

Drift 200-1000 1-60' 6-25'/s

muscle control. Drifts are slow movements taking the eye away from the centre of fixation,
and the role of microsaccades is to quickly bring the eye back to its original position. These
intra-fixational eye movements are mostly studied to understand human neurology. o

The rapid motion of the eye from one fixation to another (from ‘word to word in reading,
for instance) is called a saccade. Saccades are very fast—the fastest movement the body can
produce—typically taking 30-80 ms to complete, and it is considered safe to say that we are
blind during most of the saccade. Saccades are also very often measured and reported upon.
They rarely take the shortest path between two points, but can undergo one of several shapes
and curvatures. A large portion of saccades do not stop directly at the intended target, but
the eye ‘wobbles’ a little before coming t0 a stop. This post-saccadic movement is called a
glissade in this book (p. 182).

If our eyes follow a bird across the sky, we make a slower movement called smooth
pursuit. Saccades and smooth pursuit are completely different movements, driven by different
parts of the brain. Smooth pursuit requires something to follow, while saccades can be made
on & white wall or even in the dark, with no.stimuli at all.> ST

" Typical values for the most common types of eye movements are given in Table 2.3.
While these eye movements are the ones most researchers report on, especially in psychology,
cognitive science, human factors, and neurology, there are several other ways for the eye to
move, which we will meet later in the book.

Rather than mm on a computer screen, eye movements are often measured in visual de-
grees (°) or minutes ("), where 1° \-:_-__@{“)' _Given the viewing distance d and the visual angle 8,
one can easily calculate how many units x the visual angle spans in stimulus space. The geo-
metric relationships between these parameters are shown in Figure 2.4, and can be expressed
as

6 x

lanE-——E (2]]

Note. however, that this relationship holds only when the gaze angle is small, i.e. when the
<timulus is viewed in the central line of sight. For large gaze angles, the same visual angle 6,
may result in different displacements (x; and x2) on the stimulus, as illustrated in Figure 2.4.
If your stimulus is shown on a computer screen, you may want to use pixels units instead
of e.g. mm. If M x N mm denotes the physical size of a screen with resolution ry X 1y pixels,
then | mm on the screen corresponds to 7/ M pixels horizontally and ry /N pixels vertically.
When measuring eye-in-head movement, visual angle is the only real option to quantify
eye movements, since the movements are not related to any points in stimulus space. Visual
angle is also suitable for head-mounted eye tracking in an unconstrained environment, e.g. a
supermarket, since the distance to the stimulus will change throughout the recording.
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Fig. 2.4 Geometric relationship between stimulus unit x (e.g., pixels or mm) and degrees of visual angle
A, given the viewing distance d. Notice that on a flat stimulus, the same visual angle (8) gives two different
displacements (x;,x2).

2.5.2 Binocular properties of eye movements

An important aspect of human vision is that both eyes are used to explore the visual world.
When using the types of movements defined in the previous section, the eyes sometimes move
in relation to each other. Vergence eye movement refers to when the eyes move in directly
opposite directions, i.e. converging or diverging. These opposite movements are important to
avoid double vision (diplopia) when the foveated object moves in a three-dimensional space.

For most participants, both eyes look at the same position in the world. But man??éﬁ'f)]e
have a dominant eye, and one which is more passive. If the difference is large, the passive eye
may be directed'in a different direction from that of the dominant one, and we say colloquially
that the participant is squinfing. The technical term is either binocular disparity legd(.‘)-‘.

In reading, disparity can be in the order of one letter space at the onset of a new fixation,
and can occur in more than half of the fixations. Liversedge, White, Findlay, and Rayner
(2006) found that disparity decreased somewhat over the period of the fixation, but not com-
pletely, and was of both crossed (right eye to the left of the average gaze position and vice
versa) and uncrossed nature. In a non-reading ‘natural’ task, Cornell, MacDougall, Predebon,
and Curthoys (2003) reported disparities of up to £2°, but also noticed that disparities of 5°
were present (but rare) in the data. All these results were found for normal, healthy partici-
_pants. —— =

While it is commonly believed that the eyes move in temporal synchrony, binocular co-
ordination varies-over time. During the initial stage of a saccade, for example, the abducting
eye (moving away from the nose) has been found to move faster and longer than the adduct-
ing eye (moving towards the nose) (Collewijn, Erkelens, & Steinman, 1988). At the end of
the saccade this misalignment is corrected, both through immediate glissadic adjustments,
and slower post-saccadic drift during the subsequent fixation (Kapoula, Robinson, & Hain,
1986).

2.5.3 Pupil and corneal reflection eye tracking

The dominating method for estimating the point of gaze—where someone looks on the
stimulus—from an image of the eye is based on pupil and corneal reflection tracking (see
Hansen & Ji, 2009, Hammoud, 2008, and Duchowski, 2007 for technical details and an
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Fig. 2.5 A pupil-corneal reflection system has properly identified the pupll (white cross-hair) and corneal
reflection (black cross-hair) in the video image of a participant’s eye.

overview of other methods).

A picture of an eye with both pupil and corneal reflection correctly identified can be
seen in Figure 2.5. While it is possible to use pupil-only tracking, the corneal reflection of-
fers an additional reference point in the eye image needed to compensate for smaller head
movements. This advantage has made video-based pupil and corneal reflection tracking the
dominating method since the early 1990s.

The pupil can either appear dark in the eye image, which is the most common cas¢, or
bright, as with some ASL (Applied Science Laboratory), LC Technology, and Tobii systems.
The bright pupil is bright because of infrared light reflected back from the retina, through
the pupil. Such a system requires the infrared illumination to be co-axial with the view from
the eye camera, which puts specific requirements on the position of cameras and illumination
(Figure 2.6(a)). As long as the pupil is large, a bright-pupil system operates in approximately
the same way as a dark-pupil system, but for small pupil sizes (when there is a lot of am-
bient light), a bright-pupil system may falter. The original motivation behind bright-pupil
systems appears to have been to compensate for poor contrast sensitivity in the eye camera
by increasing the difference in light emission between pupil and iris, but with new improved
camera technology, contrast between iris and pupil is often also very good for most dark-pupil
systems, as can be seen in Figure 2.5. At least one eye-tracker has been built that switches
between bright and dark tracking mode, which requires the turning on and off of several infra-
red illuminators depending on how well tracking works in the current state (Figure 2.6). No
studies have systematically investigated which of the two tracking modes gives better data
quality over large populations, but in the authors” experience, data quality rather depends on
the quality of the eye camera and other parts of the eye-tracker.

Noteworthy is that the methods used for image analysis and gaze estimation can vary
significantly across different eye-trackers, both freely available and commercial. Therefore it
may be difficult to compare systems between different manufacturers, To complicate the issue
even further, some eye-tracking manufacturers keep many key technical details about the
system secret from the user community. Sometimes the user is not allowed to see how the eye
image is analysed, for instance, but only a very simplified representation of the position of the
eyes is given. Figure 2.7 shows the eye image and the simultaneous simplified representation
of the eyes, on a remote system (p. 51). If the recording software allows the operator Lo see
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(a) Bright pupil mode: A ring of infrared diodes (b) Single side dark-pupil mode: Diodes off-axis
around the two eye cameras, making illumination to the left.
almost co-axial with camera view.

(c) Dual side dark-pupil mode: Diodes off-axis (d) Searching: Rapidly switching between dark-
an both sides. and bright-pupil illumination.

Fig. 2.6 Four illumination states of the Tobii T120 dual mode remote eye-tracker. This particular eye—
tracker changes to another tracking mode when tracking fails in the current mode.

Fig. 2.7 Eye image in bottom half; and simplified representation of the eyes at the top.

the eye image, it is easier to set up the eye camera o cnsure that tracking is optimal. Access
to the eye image also makes it easier to anticipate and detect potential problems before and
during data collection (pp. 1 16-134).

Figure 2.8 shows a schematic overview of a video-based eye-tracker, where the operations
required to calculate where someone looks have been divided in three main blocks: image
acquisition, image analysis, and gaze estimation.

In the acquisition step, an image of the eye is grabbed from the camera and sent for
analysis. This can usually be done very quickly, but if head movement is allowed (as in
remote eye-trackers), the first step of the analysis is to detect where the face and eyes are
positioned in the image, whereafter image-processing algorithms segment the pupil and the
corneal reflection from a zoomed-in portion of the eye. Geometrical calculations combined
with a calibration procedure are finally used to map the positions of the pupil and corneal
reflection to the data sample (x,y) on the stimulus.

While the pupil is a part of the eye, the corneal reflection is caused by an infrared light
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Fig. 2.8 Overview of a video based eye-tracking system.

source positioned in front of the viewer. The overall goal of image analysis is t0 robustly
detect the pupil and the corneal reflection in order to calculate their geometric centres, which
are used in further calculations. This is typically done using either feature-based or model-
based approaches. The feature-based approach is the simplest where features in the eye image
are detected by criteria decided automatically by an algorithm or subjectively by the experi-
menter. One such criterion is thresholding, which finds regions with similar pixel intensities
in the eye image. Having access 10 a good eye image where the pupil (a dark oval) and the
corneal reflection (smaller bright dot) are clearly distinguishable from the rest of the eye is
important for thresholding approaches. Another feature-based approach looks for gradients
(edges, contours) that outline regions in the eye image that resemble the target features, e.g.
the pupil.

To increase the precision of the calculation of geometric centres, the algorithms typically
include sub-pixel estimation of the contours outlining the detected features. The principal
calculation is illustrated in Figure 2.9.

The major weakness of feature-based pupil-corneal reflection systems is that the calcu-
lation of pupil centre may be disturbed by a descending eyelid and downward pointing eye
lashes. Lid occlusion of the pupil may cause—as we will see on pages 116-134 on camera
set-up—offsets (incorrectly measured gaze positions) and increased imprecision in the data
in some parts of the visual field. Figure 2.10 shows a participant with a drooping eyelid and
downward eyelashes. The pupil is covered and cannot be identified, while the corneal reflec-
tion is dimly seen among the lashes.

A second weakness of feature-based systems concerns extreme gaze angles, at which the
corneal reflection is often lost, but as we explain on pages 1 16134, this can often be solved
by moving the stimulus monitor, eye cameras, or infrared sources.

A third and mostly minor weakness is that the measured gaze position may be sensitive to
variations in pupil dilation. In recordings where accuracy errors are not tolerated—as in the
control systems for the lasers used in eye surgery—another technology called limbus-tracking
is used. The limbus is the border between the iris and the sclera. It is insensitive to variations
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Fig. 2.9 Increasing precision by sub-pixel estimation of contours.

Fig. 2.10 In model-based eye tracking, the recording computer uses a model of the eye to calculate the
correct position of the iris and the pupil in the eye video, even if parts of them are occluded by the eyelids.
Rings indicate features of the model.

in pupil dilation, but very sensitive to eyelid closure, and is therefore fairly impractical except
in specific applications such as laser eye surgery.

Model-based solutions can alleviate the weakness of feature-based pupil-corneal reflec-
tion systems by using a model of the eye that fits onto the eye image using pattern matching
techniques (Hammoud, 2008). A useful eye model would assume that both iris and pupil are
roughly ellipsoidal and that the pupil is in the middle of the iris. For example, using an ellip-
soidal fit of the pupil would prevent the calculated centre of the pupil moving downward when
the upper eyelid occludes the top part of the pupil, something that happens in the beginning
and at the end of each blink, or when the participant gets drowsy.

Another model assumption is that the pupil is darker than the iris, which is darker than
the sclera. When the model knows this, it can position the iris and pupil circles onto the most
probable position in the image.

Moriyama, Xiao, Cohn, and Kanade (2006) implemented and tested a model-based iris
detector that could be used for eye tracking. Although it does solve many eyelid problems
known from feature-based pupil-corneal reflection systems, the model-based eye-tracker still
sometimes misplaces the iris due to shadows in the eye image. While having the potential to
provide more accurate and robust estimations of where the pupil and corneal reflection centres
are located, model-based approaches add significantly to the computational complexity since
they need to search for parts of the eye image that best fit the model. Without a good initial
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guess of where the pupil and corneal reflections are located, the time it takes the algorithm to
find the indented features (often called recovery time) may be unacceptably long. Fortunately,
a full search is needed only in the first frame, since feature positions in subsequent frames can
be predicted from previous ones. Note that recovery time is very individual, since the algo-
rithm will find some participants’ eyes much faster than others. As cature-based approaches
can provide this first guess, eye-tracking approaches that combine feature- and model-based
approaches will probably become even more common in the future.

Now assume that the centres of both pupil and corneal reflection have been correctly
identified, that the head is fixed and that we have a complete geometrical model of the eye,
the camera, and the viewing set-up; then the gaze position could be calculated mathematically
(Guestrin & Eizenman, 2006). However, this is usually not done in real systems, mainly due
to the difficulty in obtaining robust geometric models of the eye. Instead, the majority of
current systems use the fact that the relative positions of pupil and corneal reflections change
systematically when the eye moves: the pupil moves faster, and the corneal reflection more
slowly. The eye-tracker reads the relative distance between the two and calculates the gaze
position on the basis of this relation. For this to work, we must give the eye-tracker some
examples of how points in our tracked area correspond to specific pupil and corneal reflection
relations. We tell this to the eye-tracker by performing a calibration, which typically consists
of 5.9, or 13 points presented in the stimulus space that are fixated and sampled one at the
time. The practical details of calibration are described on pages 128-134.

While using one camera and one infrared source works quite well as long as the head
is fairly still, more cameras and infrared sources can be used to relax the constraints on
head movement and calibration. Using two infrared sources gives another reference point
in the eye image, and is in theory the simplest system that allows for free head movement,
which is desirable in remote eye-trackers. Using multiple cameras and infrared sources, it is
theoretically possible to use only one point to calibrate the system (Guestrin & Eizenman,
2006). However, using another light source complicates the mathematical calculations.

The most common commercially available eye-trackers are those with one or two cameras
and one or multiple infrared light sources that work best with 5, 9, and 13 point calibrations.
More on different types of eye-camera set-ups can be found on pages 51-64.

2.6 Data quality

Data quality is a property of the sequence of raw data samples produced by the eye-tracker.
It results from the combined effects of eye-tracker specific properties such as sampling fre-
quency, latency, and precision, and participant-specific properties such as glasses, mascara,
and any inconsistencies during calibration and in the filters during and after recording.

Some eye-trackers also output pupil and corneal reflection positions, calculated directly
from the eye image prior to gaze estimation. We will not talk about the quality of this pos-
ition data as they are not used very often; however, the reader should observe that they have
properties common (o the sequence of raw data samples.

Data quality is of the utmost importance, as it may undermine or completely reverse
results. Already McConkie (1981) argues that every published research article should list
measured values for the guality of the data used, but this has not yet become the standard.

2.6.1 Sampling frequency: what speed do you need?

The sampling frequency is one of the most highlighted properties of eye-trackers by manu-
facturers, and there is a certain competition in having the fastest system. You do need some
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speed in your system to be able to calculate certain eye-tracking measures, but high-speed
eye-trackers are typically more expensive, more restrictive for the participants, and also pro-
duce larger data files.

Sampling frequency is measured in hertz (Hz), a unit we will frequently use throughout
the book. A 50 Hz eye-tracker records the gaze direction of participants 50 times per second.
This may sound like often enough, but a 50 Hz eye-tracker is generally considered a slow
system.

So what speed do you need in your eye-tracker? For oscillating eye movements, we can
use the Nyquist—Shannon sampling theorem to argue that a sampling frequency at least twice
as large as the recorded movement is needed. For instance, for a tremor at 150 Hz, the nec-
essary minimal sampling rate for detection is 300 Hz. Generally, the required sampling fre-
quency depends on what you need to detect or measure, and how precisely you want to
measure it. The faster the eye movement, the faster your system has to be.

However, most statements on required sampling frequency are not based on scientific or
mathematical investigation. For instance, the border between low speed and high speed is
often considered to be around 250 Hz. Why 250 Hz? There are only a few, little-cited studies
to support this, and they all deal with the calculation of saccadic peak velocity. Nevertheless,
it has gradually become accepted that the statistical effect sizes most studies report would
be undermined by using a system which records at a frequency less than 250 Hz. But does
this mean that data recorded with systems slower than 250 Hz will suffer from a temporal
inaccuracy that renders statistical conclusions invalid? This depends on your outcome mea-
sure/dependent variable and your desired effect size. In the literature on reading research,
differences below 20 milliseconds in fixation durations are claimed; at the limit of your sys-
tem’s capabilities one might reasonably question the validity and replicability of these effects.

Existing eye-trackers cover a spectrum of sampling frequencies from a few Hz up to more
than 1000 Hz.

25-30 Hz These are the slowest systems sold, and typically record data only as gaze-overlaid
videos (p. 61). The sampling rates 25 and 30 Hz (or more precisely 29.97 Hz) originate
respectively from the European television PAL-standard and the NTSC-standard used
in the United States. Only web-cam based eye-trackers are slower.

50-60 Hz Many remote systems and head-mounted eye-trackers run at this speed, because
it was the most common frequency in camera technology for a long time.

120 Hz This range of sampling frequencies gradually became more common from around
2007.

250 Hz The low end of the higher speed systems, set here because this was the speed of the
1990s eye-tracker SMI EyeLink I, running at 250 Hz.’

500 Hz Midsection of sampling frequencies that was reached by pupil-corneal reflection eye-
trackers around the year 2000. Not many manufacturers provide this speed, and those
that do typically offer eye-trackers that are tower-mounted contact systems (defined on
p-51).

1000-2000 Hz The highest sampling frequencies available in 2010. Before these high-speed
video-based eye-trackers arrived around 2006, only coil-based and dual Purkinje sys-
tems had this speed.

The higher the speed of the eye-tracker, the more infrared illumination is needed, since
each eye camera sample is collected for a shorter interval (like camera shutter speed and
ISO in traditional photography). Also notice that sampling may be different between the
two eyes. Some dual camera systems such as the remote eye-tracker EyeFollower from LC

FUp until August 2001, SMI manufactured and sold the EyeLink eye-trackers.
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Fig. 2.11 A hypothetical fixation recorded at sampling frequencies 50, 250, and 500 Hz. At each small
peg along the time line, the eye camera photographs the eye, and a gaze position is calculated, and we
have a sample. As the fixation starts and ends anywhere between samples, and is_not recorded until
the subsequent sample, we will have errors on the calculated fixation duration at both start and end.
Errore—indicated with dashed lines—will be larger Tor sfower systems, but ‘when averaging over many
durations, these errors to a large extent become equal (Andersson, Nystrom, & Holmavist, 2010).

Probability

|
-1 sample -0.5 sample 0ms +0.5 sample +1 sample

Fig. 2.12 The probability function for fixation duration measurement error at a given sampling frequency.

Technologies are particular in that they can output 120 Hz data, but every sample is taken
alternately from the opposite eye, requiring only 60 Hz sampling from cameras.

Samples, and what happens between them

When a single photo is taken of the eye and processed by gaze estimation, it results in a sam-
ple. For a 50 Hz system, there are 50 samples recorded per seeond. Each.sample is.ideally

momentous: but even in real 50 Hz systems, it is not 20 ms long. It is the intermediary win-
dow of nio sampling that is 20 ms long. Figure 2.11 illustrates samples and the intermediary
windows of no sampling, along a time line for three different sampling frequencies.

A fixation that we recognize in a sample can have started anytime between the previous
sample (when we saw there was no saccade) and the current sample. If you have a 50 Hz
system, you have 20 ms between samples, so the saccade can start anywhere within that
window of no sampling (of 20 ms). If instead you have a 500 Hz eye-tracker, the window of
no sampling is only 2 ms. This means that with a higher sampling frequency, we can more
precisely measure the start and end (‘on-" and “off: set’) of saccades, fixations, and other events
of the eye.

Fixation durations and other event durations

Given a low-speed eye-tracker, can we reliably measure, e.g. fixation durations? Andersson
et al. (2010) quantified the effect of sampling frequency on event durations such as fixation
durations in a series of simulations and tests on real data. Since the probability of error in
sampled event durations follows the distribution shown in Figure 2.12, the central limit theo-
rem can be used to deduce the relationship between sampling frequency (f), number of data
points (e.g. fixation durations) () and the resulting error,

1

£ (2.2)
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This relationship shows that the variance in sampling error decreases as the number of fixa-
tions or the sampling frequency increases.

The simulations in Andersson et al. (2010) show that even very small effect differences
can also be detected at slower sampling frequencies if the number of recorded data points is
large enough. There is a quadratic relation between the sampling frequency and the number
of fixations needed. This means that, for example, if you are choosing between a 50 and a
250 Hz system, if all else is equal, you will need 25 times (( %%—)}2) as many data points with
the 50 Hz system to achieve the same low variance in the average as with the 250 Hz system.
In other words, for most event durations, it is always possible to compensate for the effect
of a low sampling frequency with more data. Equation (2.2) is generally true for all eye-
tracking duration measures with a sampled onset and a sampled offset. In practice, however,
not all sampling-related errors can be compensated for with more data. Event-detection algo-
rithms, like fixation detection, may introduce biases and uncertainty in the estimation of the
durations, and these error may be larger than the sampling-related error calculated from the
sampling frequency. Also, in many cases it is not possible to record more data to compensate
for this, e.g. if you work with special populations such as babies and animals, or only get one
chance to correctly estimate the duration of a fixation, as in gaze interfacing.

Saccadic latency and other event latencies

Andersson et al. (2010) distinguish between event durations, which were described in the
previous section, and event latencies. Latencies consist only of a single sampled onset or
offset, and the other point is given by a sampling-independent point in time, such as the start
of a trial. The fact that latencies only consist of a single sampled point has the effect that the
temporal error caused by the limited sampling frequency does not even out, even given large
amounts of data. Fortunately, this error is predictable given enough data, and has the expected
mean of half a sample of time. That is, if the sampling frequency is 50 Hz, then the expected
error is % = 20 ms. This error is either an overestimation or an underestimation, depending
on whether the sampled point is the onset or the offset of the event. For a latency where the
latency is counted from the start of the trial, a sampling-independent point, then the latency
is over-estimated. For a measure where the event offset is given, e.g. by a trial end, then the
latency is underestimated.

Saccadic velocity and acceleration

A hig_ﬁ_liéﬂ,luﬁﬂgitﬁgu@gcy is required to accurately capture fast eye movements such as sac-
cades. Tn reading, saccades are around 3040 ms, which means the motion will be registered
only by 1-2 samples with a 50 Hz system.

The smaller the saccades, the higher the required sampling frequency. For instance, Enright
(1998) suggests that saccadic peak velocity can be estimated using 60 Hz pupil—corneal re-
flection eye-trackers, but only if the saccades are larger than 10°. If the saccades are shorter
than 10°, e.g. saccades from reading research, then the peak vql_béiiy calculation will not
be accurate from 60 Hz systems. Juhola, Jantti, and Pyykkd (1985), who used EOG- and
photoelectric eye-tracking systems to study 20° saccades, provide evidence that sampling
frequency should be higher than 300 Hz in order to reliably calculate the maximum saccadic
velocity. Inchingolo and Spanio (1985), using a 200 Hz EOG system. found that saccadic dur-
ation and velocity data were equivalent to data recorded with a 1000 Hz system, albeit only
if the saccades are larger than 5°. The lowest bid is given by Wierts, Janssen, and Kingma
(2008), who argue that a 50 Hz eye-tracker can be accurately used to measure peak velocities
as long as saccades are at least 5°.

Acceleration values are even more sensitive to sampling frequency than velocity. A 50 Hz
eye-tracker cannot provide accurate peak acceleration/deceleration values (Wierts ef al., 2008).
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Table 2.4 Sampling frequencies and the number of microsaccade studies having used them according
to the overview in Martinez-Conde et al. (2009).

Sampling frequency Number of studies

<200
200-300
500
1000

Microsaccades

As the average microsaccade has the same dynamic characteristics as a saccade, only around
a factor 50 smaller (Engbert, 2006), correctly measuring it requires a higher sampling fre-
quency than does measuring saccades. The durations of microsaccades are only somewhat
smaller than saccadic durations, however, which means that the requirement on sampling
frequency would only slightly exceed that for saccade measurements. There appear to be no
systematic investigations of these requirements, but in practice eye-trackers used in microsac-
cade research have sampling frequencies no lower than 200 Hz. Table 2.4 presents sampling
frequencies from microsaccade studies in the overview by Martinez-Conde, Macknik, Tron-
coso, and Hubel (2009).

Gaze contingency

In gaze-contingent experiments, the stimulus display changes online in relation to how the
eyes move (p. 49). The stimulus is typically manipulated during a saccade when visual in-
take is significantly impaired. To maximize the time available for such a computationally
costly stimulus manipulation, it is important to quickly and accurately detect the offset and,
in particular, the onset of a saccade. In this case a high sampling frequency is very desirable.

2.6.2 Accuracy and precision

While the accuracy of an eye-tracker is the (average) difference between the true gaze pos-
ition and the recorded gaze position, precision is defined as the ability of the eye-tracker to
reliably reproduce a measurement. The difference between accuracy and precision is illus-
trated in Figure 2.13. Obviously, a good eye-tracker should have both high accuracy and high
precision. Beware that these two properties of eye-trackers are often confused.

This section only deals with spatial precision. There is also temporal precision, which we
describe on page 43.

Other much-used eye-tracking concepts that draw on the definition of accuracy and pre-
cision include:

Offset Formally, angular distance between calculated fixation location and the location of
the intended fixation target, i.e. an operational definition of accuracy. Informally, an
acceptable precision in combination with a poor accuracy, examplified in the left part
of Figure 2.13.

Drift A gradually increasing offset, common in older eye-trackers.

System-inherent noise Best possible precision you can get with a given eye-tracker, also
known as spatial resolution. This is typically measured with artificial eyes, which are
absolutely still, so we know for certain that spatial variance comes from the eye-tracker
itself.

Oculomotor noise Traditionally refers to the fixational eye movements tremor, microsaccades,
and drift, even though microsaccades have been linked to cognitive functions (Martinez-
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High PRECISION Low PRECISION
Low ACCURACY High ACCURACY

ok True gaze position
® Measured gaze position

Fig. 213 Precision and accuracy.

Conde et al., 2009). Oculomotor noise is often called jitrer (Martinez-Conde et al.,
2004; Jacob, 1991).

Typical precision The average precision as measured from a large participant population
with a wide spectrum of eye physiologies and iris colours. The typical precision is the
precision that can be expected of a system in a standard eye-tracking experiment.

Optic artefacts False, i.e. physiologically impossible, high-speed movements, often with a
much larger amplitude than other types of noise, and caused by interplay between the
optical situation (such as glasses, contact lenses, additional reflections and shadows,
and varying ambient light conditions) and the gaze estimation algorithm,

Environmental noise Variation in the gaze position signal caused by external mechanical
and electromagnetic disturbances in the recording environment.

Noise (general) The combination of system-inherent, oculomotor, and environmental noise
and sometimes also including optic artefacts.

Resolution is a common term related to precision, usually referring to ‘the smallest move-
ment that can be detected’. It is sometimes defined as the standard deviation of the pupil pos-
ition in the eye video. but to the vast majority of users, this is less relevant than precision in
gaze position,

Both accuracy and precision can—after some training—be evaluated in data visualiza-
tions such as scanpath plots with raw data, and space-time diagrams where data samples are

plotted against time.

Precision and how to measure it

Spatial precision is one of the most important technical properties of an eye-t -tracker. Precision
is important for everyone who wants to calculate fixation or saccade measures, and perhaps
unexpectedly even for your heat map visualizations. Also, if you need to measure the very
small fixational eye movements known as tremor, drift, and microsaccades, you need very
high precision. While precision is vital for such measurements, accuracy is not of critical
importance. Several types of gaze-contingent studies require both a very high precision and a
high accuracy.

Precision should be calculated from data samples recorded when the eye is fixating on a
stationary target, such that sample variation originating from eye movement is excluded to as
large an extent as possible. The only way to completely disregard eye movement is to use an
artificial eye positioned in front of an eye-tracker. There are two common ways to calculate
precision: standard deviation of data samples and root mean square (RMS) of inter-sample
distances.

The most straightforward way to calculate precision for n data samples is perhaps to use
the standard deviation,
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Fig. 2.14 Raw data samples in (x,y)-space. The recording with an artificial eye on this 250 Hz remote
eye-tracker has an RMS of 0.02° when everything is still, but clicking a mouse on the same table where
the eye-tracker is standing causes vibrations in the data large enough to be mistaken for small saccades.
The RMS will remain small across all these low-frequency vibrations, but standard deviation will respond
to the movement.

L e
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This can be computed separately in the horizontal and vertical dimensions, and measures how
dispersed samples are from their mean value.

Precision can also be calculated using angular distances 6; (in degrees of visual angle)
between successive data samples ((x;,y;) to (xi+1,i+1)). It is then typically computed as the
root mean square (RMS) of such distances,

[ 0} +6%+:-:-+62
Brms = ;2&"’:\/-———1 e (2.4)
i=1

Note that precision calculated from data samples directly.and.that calculated from inter-
sample distances capture-variatioh in the eye-movement signal in slightly different ways;
since inter-sample distances only compare temporally adjacent samples, they are less sen-
sitive to a large overall spatial dispersion of the data. Figure 2.14 gives an example where
standard deviation and RMS will differ significantly in the rightmost measurement, but not in
the measurement to the left. Ogas seems to be the choice of most eye-tracking manufacturers
and practitioners to quantify precision, and it is also the measure we will use in this book.

Poorer eye-trackers have RMS values up to 1°, while manufacturers of high-end eye-
trackers typically report a precision that is better than 0.10°, although precisions down to
0.01° are sometimes reported.® A 0.01° RMS would mean that the average sample to sample
movement due to noise in the eye-tracker is around 0.0001°, far below the amplitude of
microsaccades, even below the level of the oculomotor noise originating from eye muscles.
Not all manufacturers report precision, and only some calculate the reported value using an
artificial eye, which exhibits no physical movements at all, so that all measured movements
can be attributed to the system-inherent noise of the eye-tracker.

For microsaccade and gaze-contingent studies, a rule of thumb is that the eye-tracker
should have an RMS lower than about 0.03°. For very accurate calculation of fixation du-
rations and saccadic measures, see to it that your eye-tracker has a RMS lower than around
0.05°. Any further increase in RMS always introduces noise in your measures of all these
events.

®For instance, SR Research (2007) and www.snivision.de




(b) Set-up of artificial eyes in precision test of SMI (c) Set-up of an artificial eye in a
RED X remote eye-tracker. The eyes are on the grey precision test of SMI HED X.
patch on the black computer to the left. Make sure the

eyes are properly attached and do not vibrate.

Fig. 2.15 Artificial eyes used for testing the (spatial) precision of eye-trackers.

Figure 2.15 shows how we use a pair of artificial eyes to test the precision of two SMI
systems. The procedure is simple: first of all, calibrate on a human so that you can get coordi-
nate data.” Then put one or a pair of artificial eyes where the human eye(s) would have been,

and make sure the artificial eyes are properly attached (Figure 2.15(b)). Beware of vibration
movements from the environment, which should not be part of your precision measurement.
See to it that the gaze position of the artificial eye(s) is somewhere in the middle of the cali-
bration area, and then start the recording. Export the raw data samples, use trigonometry and
the eye-monitor distance with the physical size and resolution of the monitor to calculate
sample-to-sample movement in visual degrees. Then select a few hundred samples or more
where the gaze position appears to be still, and calculate the RMS from these samples.
Testing only with an artificial eye may be misleading, however. The artificial eyes do not
have the same iris, pupil, and corneal reflection features as human eyes, and may be easier
or more difficult for the image analysis algorithms to process. Also, in actual eye-tracking
research, real eyes tend to exhibit a large variation in image features that cannot be simulated
with artificial eyes. Therefore some manufacturers complement the artificial eye test with a
precision test on a human population with a large variation in eye colour, glasses, and contact
lenses, as well as ethnic background, having them fixate several positions across the stimulus
monitor. The distribution of precision values from such a test, examplified in Figure 2.16, is
an important indicator of what precision you can expect in actual recordings, and its average
defines the rypical precision. Its drawback is that this data includes oculomotor noise, and

7Calibration on a human may introduce some small noise, so if you have a system where you can get data
without first calibrating, you may do that, but be aware that the RMS will not be comparable to systems that require
calibration before data recording.
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Fig. 2.16 Histogram over RMS values calculated from 165 people looking at 13 validation points just
after calibration and again after 1020 minutes of reading, using a high-end tower-mounted eye-tracker.
The arrow pointing to 0.027° indicates the RMS value calculated from data recorded with an artificial eye.
This indicates that the eye-tracker is optimized for human eyes rather than for our artificial eye.

therefore both human and artificial eyes are needed.

Also note that different artificial eyes give slightly different RMS values for the same
eye-tracker. We found RMS values of 0.021° and 0.032° on the same eye-tracker when using
two different artificial eyes. Also different specimens of the same eye-tracker may exhibit
different RMS values, which would indicate a difference in build quality.

It is easy to do the test on human eyes yourself. Calibrate the system, and record the
human as he is staring at a single point as steadily and for as long as possible. Export the raw
data, and use samples in the beginning of the long fixation, blinks excluded, to calculate the
RMS value. In our tests, an artificial eye often gave on average data 2—10 times as precise as
a real human eye during fixation, but exceptions such as in Figure 2.16 were also found.

Factors that influence precision

Precision is influenced by the eye-tracking hardware and software, participant-specific prop-
erties, and the recording environment. In the following section, we will discuss the influence
of these factors in relation to our own observations from measuring RMS values from al-
most 20 different eye-trackers from several manufacturers, using both artificial eyes and real
eyes® making prolonged fixations. We only made 1-5 measurements per eye-tracker and set-
ting/condition, but found a strong consistency in RMS values across similar recordings. These
values are presented so as to explain the properties of the hardware, and should not be seen as
an absolute property of a specific eye-tracker or a specific manufacturer. Precision varies with
2 number of factors, so these values may deviate somewhat from the ones in your recording.

It is possible to improve precision by modifying or adjusting the hardware components of
the eye-tracker. Precision is for example closely related to the resolution of the eye camera.
In particular, the camera should view the pupil and comeal refléction with many pixels, in
high quality, and be able to robustly segment them ‘From‘th‘éif’béékgroundé in order to have a
high precision output (see Figure 2.17). As the number of pixels spanned by the eye image

3The same person (one of the authors), with no mascara, downward eye lashes, glasses or contact lenses, and
good lighting conditions.
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(a) The pupil spans 77 pixels.

Fig. 2.17 The measured RMS value in eye-tracker (a) is 5-10 times better than the RMS value for
eye-tracker (b). In general, the resolution of the eye camera is one major factor behind precision. The
more pixels used for the pupil, and in particular for the comeal reflection, the better.

decreases as the camera moves further away from the eye, long-range eye-trackers such as
those used in fMRI studies typically have lower precision than tower-mounted eye-trackers
that film the eye from a shorter distance. One way to artificially increase the size of the
corneal reflection is to reduce the focus of the eye camera. This should theoretically increase
precision, but the measurements we have made indicate the opposite. It is unclear why. The
free head motion in remote eye-trackers is often combined with autofocusing eye cameras,
i.c. the focus of the eye video changes back and forth, which is very likely to give a precision
that varies with time. High-end eye-trackers sometimes allow for binocular recording with
a single camera by zooming out to film both eyes simultaneously. According to the above
argumentation, this should reduce the precision.

Eye cameras differ both within and between manufacturers, and the competitive market
sometimes forces many to use less expensive cameras, which may have difficulties clearly
distinguishing iris and pupil for a large spectrum of participants with differing pigmentation.
For instance, Kammerer (2009) showed that the eye camera of a common remote eye-tracker
gives significantly poorer data quality for participants with bright-coloured irises (and that
glasses give poorer data than contact lenses). Another reason why low-quality eye cameras
increase noise levels in data is the slower pixel updating, which makes pixels retain some of
the brightness of the passing corneal reflection, leaving a bright trace behind the real reflection
(Droege & Paulus, 2009). A camera with a high-quality sensor simply gives better data (when
all else is equal).

When manufacturers choose what eye cameras to put in their eye-tracker, there is often
a tradeoff between precision and sampling frequency. Since sampling frequency is currently
the most pronounced sales argument, it is often prioritized over precision. This appears to be
the case both for remote eye-trackers and tower-mounted systems. Furthermore, for a longer
sampling time, that is, if the eye camera is open for a longer period for each sample, the
movement of the eye during that period smears the sampled eye image as a natural lowpass
filter, which may additionally increase precision for lower sampling frequencies.

There are several software-related factors that influence precision. Simultaneous binocu-
lar and separate recordings of two artificial eyes on those remote eye-trackers that allowed it
gave on average an 8-fold increase in RMS, compared to calculating a single average from
the two eyes. If you have a system with a higher than necessary sampling frequency, it is
possible to trade a lower sampling frequency against higher precision. For instance, replace
every four samples in a 2000 Hz recording with a single average of those four, and you will
have a more precise 500 Hz recording.
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Precision can be increased by filtering, and many manufacturers indeed filter the data in
the system they sell. Turning off the default filter in one of the most precise remote systems
increases the low RMS 0.01° value to 0.03°. Check what filters there are and note that some
filters improve precision at the cost of an increased latency.

In practice, the eye image is processed so that the border between the pupil and the iris
is not represented by the pixels we see in Figure 2.17 but by the sub-pixel estimation ex-
emplified in Figure 2.9. A sub-pixel estimation of the border curve responds more smoothly
to very small movements of the eye. The sample-to-sample motion in the data stream will
be smaller, and the eye-tracking software delivers better precision levels than a pixel-based
border calculation would give.

Another way to increase precision is to turn off the corneal reflection and make a pupil-
only recording, which is possible with some of the systems we tested. The increase in pre-
cision when recording without corneal reflection is usually dramatic, but it comes at a cost
of poorer accuracy and lower tolerance to head movements, and is therefore best suited for
studies where accuracy is of less relevance (studies of fixational eye movements such as
microsaccades, for instance), and for systems that have a fixed head-camera position (head-
and tower-mounted contact systems).

When the head is allowed to move freely relative to the eye camera, as in remote eye
tracking, an additional layer of head position calculations is added to the gaze estimation
algorithm. Consequently, precision drops (Kolakowski & Pelz, 2006). The precise calculation
and update frequency for head position, seen as eye position in the eye camera, varies with
manufacturers but is not generally revealed.? We know that many of the possible technical
solutions decrease precision, however. It is quite possible that remote eye-tracking can only
give a high precision if the positions of the head and eye are measured using optical reflectors
or magnetic sensors, but few remote systems have been produced that add sensors to the
participants.

Bite bars lock the distance and position between eye and camera. This can be particularly
useful when studying very small __qy_é movements, such as microsaccades, but bite bars are
hardly ever used today. For the remote system with the poorest precision, the RMS value
decreased after we put the participant in a head support system.

The poorest RMS value we noted in our investigation was 1.03°, measured on a human
eye in one of the most popular 50 Hz remote eye-trackers. The best precision we found
was 0.0012°, using an artificial eye in a high-end tower-mounted system from one of the
manufacturers with an academic user group. In comparison, the Dual-Purkinje eye-trackers
were reported to have precision of about 0.005° (Crane & Steele, 1985). Table 2.5 lists the
range of RMS values found when measuring precision on different systems with both human
and artificial eyes.

While tower-mounted and head-mounted eye-trackers in our test scored very well, remote
eye-trackers were more variable. Also, the exact position of the participant affects precision in
remote eye-tracking. In one of these, we got RMS values as low as 0.01° when we positioned
artificial eyes so as to minimize the online cursor movement in the recording software. When
instead we positioned the artificial eyes without this position adjustment, RMS increased to
0.08°. Figure 2.35 (p. 59) shows how precision varies with distance from the monitor for
another commercial remote eye-tracker.

Note that the manufacturer value reported—irrespective of brand of eye-tracker—may
very well be for an eye position that gives the lowest precision value possible. Real partici-

91 you fear that change in pupil size is part of the calculation of head position (which would degrade data
quality) and want to test this, put a participant in a chinrest at a fixed distance and vary light conditions so that the
oupil changes, and see if the eye-tracker reports distance changes.
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Table 2.5 Ranges of RMS values in the three classes of eye-trackers (described on page 51), according
to our measurements. Included eye-trackers were manufactured by Tobii, SMI, SR Research, ASL, and
SmartEye.

Set-up Artificial eye Human eye

Remote 0.0100°-0.3060° 0.0300°-1.0300°
Head-mounted  0.0013°-0.0067° nfa
Tower-mounted 0.0012°-0.0300° 0.0100°-0.0500°

Horizontal position (pixels)

Left eye - : _
Right eye e L — ‘

1500 2000 2500 3000 3500 40b0
Time (ms)

Fig. 2.18 Vibration noise from walking.past the table where the eye-tracker is placed, followed by sys-

e eyt i gty

tem-inherent noise. 1 vertical unit carresponds to less than 0.02° of visual angle. Raw x coordinates over
time as recorded with a high-end eye-tracker on an artificial eye.

pants may sit very differently, and move around. Therefore, place your artificial eyes at differ-
ent positions in front of the eye-tracker, so you can measure the full spectrum of RMS values
throughout the region known as the ‘headbox” (p. 58).

Variation in the amount of light that hits the eye changing the contrast in the eye video is
a likely factor for precision decrease. e )

Noise may also result from movements in the immediate vicinity of the eye-tracker. Fig-
ure 2.18 shows data from a pupil-only recording of an artificial eye. At the beginning of the
plot, there is a series of sinusoidal patterns that resulted from a person getting up from a chair
next to the table where the eye-tracker was placed. Having participants click a mouse on the
same table where the eye-tracker is placed can induce low-frequency noise with amplitudes
up to 1°, as shown in Figure 2.14. For sensitive recordings of microsaccades and drifts, move-
ment vibrations in the eye-tracker should be avoided, whether resulting from people moving
next to the eye-tracker, clicking a mouse or typing a keyboard, or from heavy lorries driving
by.

In some remote systems with poor eye cameras, precision can be so low that even fixa-
tion and saccade analysis should not be done without first reviewing the data and removing
sections with very poor data. Figure 2.19 shows eye movements _r_gr_:nggg_l_)z_a_ popular com-
mercial eye-tracker; precision is so poor that even a coarse fixation-saccade analysis does not
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Fig. 2.19 Poor precision as seen in the raw data scanpath (gaze replay) view. Notice that there are
(probably) 4-5 fixations here, but that withifi' éach possnble fixation, there are movements as big as many
normal saccades. RMS within fixations (saccades and blinks excluded) for this recording of a real eye is
2 92°~Racorded 2009 with a common remote 50 Hz system and standard settings. Participant without
glasses, contact lenses, and other noise-increasing physical properties.

Table 2.6 Factors that influence precision, assuming all else equal, and effects found (* indicate our own
investigation). sl

Factor Effect on RMS

~ Eye position in camera Large variations *
- Filtering Up to 4 times better *
Averaging data from two eyes Up to 7 times better *
- Eye camera resolution Large, higher is better *
Sensor refresh time in eye camera n/a
Head compensation method Large
Autofocus eye camera Probably worse
Reducing focus in eye camera Small *
Binocular recording Small *
Pupil-only recording Up to 3 times better *
Participant eye colour Can be large
Bite bars and head support Generally better *
Long range (fMRI eye-trackers) ~ Worse

seem worthwhile.
A summary of factors that influence precision can be found in Table 2.6.
Accuracy

Aceuracy is calculated as the average angular offset (distance) 6; (in degrees of visual angle)
between n measured fixation locations and the corresponding locations of the fixation targets,

1 &
e(.')I'fst:'l — ;; Z 6; (25)
i=1

Although accuracy is straightforward to calculate given the position of a fixation, there is little
consensus on exactly how to define the fixation (see Chapter 5). It is also not clear where on
the monitor accuracy should be measured.

The technical key to high accuracy lies in a robust gaze estimation algorithm. Given the
geometric set-up and the position of the pupil and corneal reflection from the eye image,
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gaze estimation is used to calculate the actual gaze direction of the viewer. In a series of
simulations, Guestrin and Eizenman (2006) found the main sources of error in gaze estimation
to be derived from noise in pupil/corneal reflection locations and a mismatch between the
assumed spherical shape of the corneal reflection compared to its true shape.

Accuracy is vital in all studies that use area of interest analysis or gaze contingency, that
is, those that need to know exactly where a participant is looking. A pertinent example of this
comes from the reading research community, where debate has revolved around the accuracy
of the saccade targeting system versus the accuracy and precision of commercially available
eye-trackers. The quote below from Rayner, Pollatsek, Drieghe, Slattery, and Reichle (2007)
illustrates this point clearly:

...there can be a discrepancy between the word that is attended to even at the beginning
of a fixation and the word that is recorded as the fixated word. Such discrepancies can
occur for two reasons: (a) inaccuracy in the eye tracker and (b) inaccuracy in the eye-
movement system. ... Kliegl, Nuthmann, and Engbert (2006) attempted to rule out the
first hypothesis by using only fixations in which their eye-tracking device agreed that
both eyes were on the same word. (p. 522)

In contrast, accuracy is often less important for the calculation of stimulus-independent
even such as fixations, saccades and microsaccades

ity, which spa.ns some 1.5-2° of the v:sual field. Ata standard recordmg distance of 70 cm
distance, this area corresponds to around 2 cm. You might think that accuracy cannot be bet-
ter. However, accuracy is also decided by the precise position of the eye during calibration
(p. 128). If eyes are directed so that each calibration point is projected onto the same position
of the fovea for each point, then accuracy can be at the level of < 0.5°, or half a centimetre
at a 70 cm distance, which is what manufacturers state in their product fliers. Beware that
many researchers report accuracies such as “the eye tracker is binocular, sampling at 50 Hz
with 0.5° accuracy”, which is virtually always a reiteration of information from manufacturer
fliers rather than accuracy measured in the researcher’s own experiment.

Accuracy tends to be poorest in the corners of the stimulus monitor, it exhibits a system-
atic variation across the entire field of recording, and furthermore it depends strongly on the
particular characteristics of the individual participant (Hornof & Halverson, 2002).

Accuracy, furthermore, depends on the particular system used, with tower-mounted eye-
trackers giving the best accuracy, followed by head-mounted systems, followed by remote
eye-trackers. Drift means that the measured data samples move slowly away from the true
gaze position, as physical conditions change after calibration. The experimenter is then forced
to do regular recalibrations during the experiment. Today, most eye-trackers are less likely to
drift, but even some high-end eye-trackers were very drift-prone long into the 2000s.

However, accuracy is also influenced by a number of factors that the operator of the eye-
tracker must learn to work with:

e What happens during and just after calibration. For instance, many participants are
alerted by the importance of the calibration, opening their eyes, tensing a little, and
this is the state that you calibrate. If your participant later relaxes, changes position,
and perhaps closes his eyes a little, accuracy may soon drop. Setting up the eye camera
correctly before calibrating is the practical key to high accuracy. In some systems, typ-
ically the remote ones, the eye—video set-up is done automatically, while other systems
rely on manual set-up. Whether your system has an automatic set-up or not, it is very
useful to understand how a particular eye-video configuration relates to recorded data
quality, so we will delve deeply into this on pages 116-134.
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o All the individual participant and environmental properties that degrade eye-tracking

data also influence accuracy: glasses, contact lenses, eye colour, varying eye physiolo-
gies, varying levels of sunlight, tears etc. all introduce an added inaccuracy averaging
to 0.1-0.3° but sometimes much larger. Even variations in pupil dilation due to changes
in stimulus brightness can increase inaccuracy with up to 1.5°.
Head movements (e.g. due to an active task requiring speech or arm movements) may
decrease accuracy in some remote eye-trackers, but the forehead and chin support of
the high-end systems appear to stabilize the head enough to retain very good accuracy
in all tasks.

Reported measured accuracy values range from 0.3° to around 2°. For instance, Jarodzka,
Balslev, ef al. (2010) found a 0.3° average accuracy in a tower-mounted eye-tracker, while
Komogortsev and Khan (2008) accepted data with inaccuracies below 1.7°. Other researchers
simply re-calibrate until the desired level of accuracy is reached. Tatler (2007) and Foulsham
and Underwood (2008), for instance, do not begin to record data until the measured accuracy
is below 0.5°. Van Der Geest and Frens (2002, p. 193) remark that results from video-based
eye-trackers “‘should be treated with care when the accuracy of fixation position is required
to be smaller than 1°”. In comparison, Deubel and Schneider (1996) report an accuracy bet-
ter than 0.1° on their Dual-Purkinje-Image eye-tracker. Practical within-participants com-
parisons of accuracy in commercial eye-trackers have been made by Kominkovd, Pedersen,
Hardeberg, and Kaplanovd (2008) (SMIRED and HED 50 Hz) and Nevalainen and Sajaniemi
(2004) (ASL 501, ASL 504 and Tobii 1750).

Several approaches have been suggested to maintain high accuracy after the initial cali-
bration. They include online monitoring of data quality so as to trigger recalibrations when
accuracy is low (Hornof & Halverson, 2002). Einhéuser, Rutishauser, and Koch (2008), for
example, performed an additional drift correction when participants failed to look within 1.4°
of a centrally located fixation cross within five seconds. Manual or automatic offset compen-
sation can also be performed during the analysis phase, although this should generally be
avoided (p. 224).

2.6.3 Eye-tracker latencies, temporal precision, and
stimulus-synchronization latencies

Latency and temporal precision are two properties that both have to do with the minute tim-
ing of the samples recorded by an eye-tracker. Although important to all realtime, gaze-
contingent studies, and for studies that require precise synchronization to external equipment
such as EEG, fMRI, and motion tracking, these timing issues are remarkably little discussed.
Latency and synchronization issues are also crucial when recording auxiliary data channels
which complement eye movement recordings (pp. 95-108, pp. 134-139, and Chapters 9 and
13 address the combination of auxiliary data with eye-tracking).

If your study only concerns showing stimuli and recording data for offline analysis, the
latency between the stimulus presentation and the eye-tracker is a much more important dan-
ger to your results; nevertheless, this source of temporal error is also little discussed in the
literature.

Eye-tracker latency

Eye-tracker latency is defined as the average end-to-end delay from an actual movement of
the tracked eye until the recording computer signals that a movement has taken place. Having
a low eye-tracker latency is a crucial property in gaze-contingent research, but in most other
types of study, the stimulus-synchronization latency of page 45 is much more important.
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Fig. 2.20 The time from eye movement (‘real time’) until the data value is available from the eye-tracker
defines the latency. Capturing the eye image, transferring it to the computer, and calculating the gaze
direction should not take longer than three samples to achieve a low latency. However, factors such as
heavy CPU loads on the computer can lead to higher latencies, as indicated at the top of the figure.

Eye-tracker latency can be measured by having the recording computer (of the eye-
tracker) trigger a movement in an artificial eye, and measure the time until a change occurs
in the data sample output from the gaze estimation algorithm (and filters). In order to avoid
additional latencies due to mechanical movements, produce an artificial movement in the ar-
tificial eye by switching off the real infrared illumination and switching on a second infrared
illumination somewhere else. When the altered position of the corneal reflection is seen by
the eye camera and travels through the gaze estimation algorithm, it will be registered by the
recording software as a change in sample data. The time from change in infrared illumination
until change in sample data is the eye-tracker latency.

An alternative but less exact measuring method is to use a mirror and a high-speed cam-
era. The mirror is positioned next to the participant, and the high-speed camera films the
participant’s eye and, through the mirror, the recording software where the current raw data
sample is displayed. The monitor used should have the lowest possible refresh time, and the
spatial precision of the eye-tracker should be reasonably good.

Theoretically, a high-quality eye-tracking system should have a constant latency of less
than three samples (i.e. 3 ms on a 1000 Hz system). This means that the eye image is being
analysed and transformed into a data sample in less than three samples. The first sample is for
stabilizing the eye image in the camera, the second sample is for moving the eye image to the
computer buffer, and the third is for calculating the gaze data. Figure 2.20 shows the principle
of latency and the path over time from the oculomotor event to the data coordinate value in
the recording software. Measuring as described above, SMI and SR Research report similar
average latencies for their high-end systems: slightly less than 2 ms for 1000/1250 Hz.

When working with offline analysis, if you have a constant latency and can measure or
calculate it, you can mostly move or subtract it from the timestamp in your data, and correct
for it. Unfortunately, latencies are often variable.

Temporal precision

Temporal precision is defined as the standard deviation of eye-tracker latencies. A high tem-
poral precision means that even if the samples arrive with a latency, the interval between
successive samples remains almost constant. If the temporal precision is low, you have a vari-
able latency and a variable delay in the synchronization to external software such as stimulus
programs or auxiliary recordings such as EEG.
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Recording dote: @9.12.2008

Recording time : 12:48:37:484 (corresponds to time 5]
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Fig. 2.21 After timestamp 7301, there are 360 ms not accounted for. Either timestamps are erronous,
which causes a negative latency, or samples are just not registered, which only means a loss of data.
Excerpt from raw data file originating from a common 50 Hz eye-tracker used in actual research.

The cause behind variable latencies is usually that the recording computer allows proc-
esses—such as hard disk operations—to take up processor time and even get priority over the
gaze data calculations. Again, for gaze-contingent tasks such as boundary crossing or simu-
lated scotoma experiments, it is enough that the processor is occupied for a short instance,
and the participant will detect an anomaly in the.experiment.

The authors have recently tried a 50 Hz remote eye-tracker from a major manufacturer
where latencies increased from 40 ms up to 2300 ms when increasing the load on the proces-
sor (as in the *high latency’ path in Figure 2.20). Latencies then decreased over a period of a
few seconds until it was back to an acceptable value. Variable latencies of this size undermine
several of the eye-tracking measures in Part I11, including all duration measures (such as fix-
ation duration, saccade duration, dwell time etc.). If these measures are important to you, and
you have a system with variable latency, there is not much you can do, except to acquire a
better system.

Equally important to eye-tracker latency is that samples are not lost from the data file.
Figure 2.21 shows a loss of 360 ms of sample time, noticed by accident in the raw data mode,
and not visible after fixation analysis has been done.

High-end eye-trackers have built in technical solutions to the latency problem. Absolutely
foolproof solutions include placing the image and gaze estimation calculations on a dedicated
computer board or in a real-time operating system, so they can have a processor entirely to
themselves. Another solution often implemented in commercial systems, and which works
for all post-processing of data, is to keep all eye images and their time code in a buffer. This
makes the gaze data timestamp in the data file correct, even if the processor needs to prioritize
other calculations. If you are doing gaze-contingent studies, such a system may build up the
size of the buffer, and feedback to the participant may be too late. However, system tests of
a high-end eye-tracker that the authors have carried out, show that such latencies are so rare
that they are likely to play no role in your results.

Stimulus-synchronization latencies

Another type of much larger latencies arises in the interplay between stimulus presentation
and recording software. Stimulus presentation software sends synchronization signals to the
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Fig. 2.22 Histogram of actual frial durations in a film viewing task. Bin size 30 ms. The films all had

a 3300 ms diration. Could be related to the latency problem in Figure 2.21, or caused by latencies in
the video playback. Recorded 2008 with a very common remote 60 Hz eye-tracker and manufacturer
presentation software. From Wiens, Moniri, Kerimi, and Juth (2009).

recording software in order to keep the two in synchrony, typically at the onset of a new
stimulus. However, clocks on the two computers may run differently, and signals may be
delayed at ports for a variety of reasons. Running both stimulus and recording software on the
same computer increases the danger of latencies, because the processor and hard disk must
share time between recording and demanding operations such as video replay and internet
browsing.

When using video stimuli, there is a latency not only at the onset of the video, but at
every single frame. This is because video players typically run slightly faster or slower than
the recording of data samples, so that at every frame in the video, the data sample resulting
from a participant looking at that frame is in fact stored earlier or later in the data file (than
the time of the frame in the video). Sending regular synchronization messages throughout the
video playback gives a certain control over these variations. Another way is to use hardware
time-locks, which however require advanced low-level programming.

Poor synchronization is fairly common, and can be disastrous to a study. Figure 2.22
shows data from an actual study where the stimulus presentation program failed to present
videos in real time. Such timing errors then propagate through the subsequent analysis steps.
This particular synchronization error was discovered as the expected statistical effect at the
beginning of the film appeared to be significant even before the onset of the stimulus (Wiens et
al., 2009). Several video-playing stimulus programs have this problem. When playing videos
with a commercial presentation software, we have seen latencies up to 1500 ms for 20 second
videos, relative to the recorded eye-tracking data.

In some cases, inadequacies in software may cause large latencies. For example, in tests
we have made with a specific software version of a very common recording software, after
a few recordings, the software lagged behind (due to memory leaks, probably). This can be
seen in the sluggish response to mouse clicks. In data we recorded just before this behaviour,
we found latencies up to 3 seconds between onset of stimulus images and recording. Since
eye-tracking software is always developing and is shipped in small series that few people give
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feedback on, latencies like these may suddenly appear in data g[‘”ter a software upgrade, and
disappear again after the next upgrade.

2.6.4 Filtering and denoising

Filtering and denoising of eye-tracking data is a little-discussed issue, but most manufacturers
do it to decrease variations that derive from sources other than eye movements themselves.'?
All types of filtering have an effect on subsequent analysis: in particular event detection,
which is discussed in Chapter 5.

There are two places where filters can be found:

e Data are often already filtered while recording, and the recording software typically
has settings for filtering, which are not always easy to understand for the typical user
(and often not even for the experienced user). Filtering in real time during recording
imposes a certain latency, which is typically around 1-2 samples (1-2 ms ina 1000 Hz
system).

e There is usually a second (hidden or visible) filtering option in the analysis software
used to calculate velocities and accelerations.

Beware of what types of filter your analysis software uses, since the choice can signif-
icantly affect your results. If possible, try to understand what the filters do; test a few filter
settings in your software and see how they affect velocity and acceleration data.

Denoising and artefact removal

Noise reduction optimally aims to remove all variation in the recorded data that does not
derive from true eye movement. It can be done online during recording or offline after all
data are recorded. For some applications, such as gaze interaction, online analysis is the only
option since data are used in real time to control an interface. In other applications, offline
processing of data is done in preparation for subsequent analyses.

One type of noise among data samples is the optic artefacts. These can derive from
recording imperfections due to, e.g. downward eyelashes or an erroneously detected pupil
or corneal reflection. These unphysiological movements often appear as sudden spikes in the
data and can rather easily be identified and removed. Stampe (1993) distinguishes between
impulse and ramp noise. The former is characterized by a one sample spike, whereas the lat-
ter comprises a plateau with two deviating samples. Stampe (1993) proposes a heuristic filter
design for detecting and replacing such artefactual samples with neighbouring sample values.
Since access to the next sample is necessary to decide whether the current sample is impulse
noise, the filtering process adds a one sample delay. Similarly, detection of ramp noise adds
a two sample delay. The amplitudes of the artefacts are typically checked against a thresh-
old such that only samples deviating more than a threshold value from their neighbouring
samples are removed.

Another type of noise is the low-amplitude, high-frequency noise that occurs due to eye-
iracker imprecision as well as oculomotor noise. Filters targeting precision are harder to de-
sign, because the noise and real eye movement are tightly intertwined, and the filter thus
stands a risk of removing authentic eye movements.

A challenge in the design of filters for eye-movement data is to retain high-frequency in-
formation necessary to accurately describe saccadic waveforms, while removing similar high-
frequency information from fixations. Kumar, Klingner, Puranik, Winograd, and Paepcke
(2008) proposed a solution where fixation samples were detected and lowpass filtered online,

105ome manufacturers let you choose what filters to use; others filter for you without telling what they do.
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Fig. 2.23 The effect of filtering on velocity. ‘Raw’ velocity is generated from sample-by-sample differences
of adjacent data samples, whereas the ‘filtered’ velocity represents the same data after lowpass filtering.

leaving saccade samples unprocessed. They found that this improved interaction in systems
where gaze was used as an input.
O
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Filtering when calculating velocity and acceleration values

Filtering is important when calculating velocity and acceleration. Velocity calculation is done
by a process called numerical differentiation, which in its simplest form finds the eye velocity
6 by calculating the angular distance 6 between two adjacent pairs of data samples, and
multiplies this distance by the sampling frequency of the eye-tracker f; = 1 /At. Formally,
this can be expressed as

il )
6= 7 (2.6)

This way we get the velocity in its most common representation: degrees of visual angle per
second (denoted °/s). Acceleration can be calculated by performing the same operations on
the velocity samples. Notice that each time we perform a differentiation using this simple
method, the noise will be magnified. Unless the precision of the eye-tracker is exception-
ally high, filtering is required to produce velocity and acceleration data that are of use in
subsequent analyses.

Figure 2.23 illustrates the unfiltered, noisy velocity curve, and the much smoother lowpass
filtered curve, which is what you typically see in your manufacturer’s software, and which is
used for detecting events such as fixations and saccades. It is still possible to see the saccades
in the unfiltered version, but separating fixations from saccades by means of thresholding
becomes difficult.

There is a range of filters that can be used when generating velocity and acceleration data
from raw data samples. The most careful investigations on this issue were made by Inchingolo
and Spanio (1985) and Larsson (2010), who showed how saccade parameters (e.g. duration
and peak velocity) change as a function of filter type and threshold. Many of the design
criteria of filters seem to be guided by heuristics, or ‘rules of thumb’ motivated by visual
inspection of the data (e.g. Stampe, 1993). Be aware that pattern matching filters, such as
Stampe (1993) and Duchowski (2007) amplify parts of the eye-movement signal with similar
appearance as the filters while attenuating other portions. Investigating the effect of filters on
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Fig. 2.24 Gaze-sensitive button. If looked at (dwelled upon) for more than e.g. 500 ms, an action is
performed: changing stimulus, starting music, etc.

eye-movement velocity and acceleration, Larsson (2010) concluded that the Savitzky—Golay
filter used by Nystrom and Holmqvist (2010) and the differential filter by Engbert and Kliegl
(2003) produced the most physiologically reasonable values. Unlike the pattern-matching
filter, these two filters make no strong assumptions on the overall shape of the velocity curve.

The application imposes constraints on the design of a filter. Gaze-contingent experi-
ments, for example, require short filters that do not introduce excessive latencies in the data,
whereas offline analyses can use longer, more complex filters.

L.

NG

2.6.5 Active and passive gaze contlngency

Gaze contingency means that the stimulus display changes depending on where or at what
a participant is looking. There are two different ways to do this: (inter)active gaze contin-
gency, which is technically easier, and passive gaze contingency which demands more of
your system.

Active gaze contingency refers to the process of actively and consciously controlling an
interface by means of gaze input. Flgurc 2.24 illustrates the principle for selecting an item,
and therefore initiating an action. The gaze position from the eye-tracker basically replaces
the mouse position, and this allows the user to perform actions such as open menus, click on
buttons, select music, or operate an entire interface just by looking at appropriate items. Items
are typically selected when they are looked at for longer than a certain duration, but can also
be combined with enveloping menu hierarchies to allow for easy undoing and avoidance of
the so-called Midas touch problem (Jacob, 1991). A 50 Hz eye-tracker is enough, since this
is not a time critical process, but precision and accuracy must be high, so that data samples
remain inside the button area for as long as the user looks there.

During passive gaze contingency, in contrast, participants are not required to actively
control the appearance of a stimulus dlsplay In fact, most gaze-contingent experiments of this
kind assume that participants are not consciously aware that the display is updated contingent

on where they look. In the typical situation, the display has a high level of detail only directly
where the participant looks, whereas peripheral parts of the display are reduced in detail, but
not so much that it can be detected by the participant. The display is then updated during
each saccade, such that the display change is completed before vlsual intake begins at the
beginning of the next fixation. ==

“Passive gaze contingéficy has been implemented more for theoretical than applied pur-
poses; it has long been used in research on vision, reading, and psycholinguistics. In reading
alone, there are several types of gaze contingency, as Figure 2.25 shows. Reading researchers
design gaze-contingent manipulations in order to investigate how much information we pick
up from the word to the right of the fixated word. All such manipulations require very good
timing on the part of the eye-tracker. In the boundary paradigm, for example, a word must be
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Fig. 2.25 Different varieties of passiv gaze contingency in reading research: 1. Gaze cursor over text.
2. Moving window with spaces visible. 3. Moving window without visible spaces. 4. Foveal mask with
spaces visible. 5. Boundary paradigm. An invisible boundary is placed in the stimulus. When gaze passes
the boundary, the word or picture on the other side changes, and the eye lands on a word contrary to
what Was-visible before the eye movement was directed there. (Note, the sm

fixation position, shown to illustrate the technique; this may or may not be shown on screen to participants
depending on your choice of gaze-contingent paradigm)

changed instantly when the saccade to it has just started. If we take the current senience as
an example; while you were fixating “current’, the next word was still ‘sentence’; but with a
boundary paradigm, as Soon as you start to move your eye, we can change ‘sentence’ to some
other word, such as ‘technology’, which is what your eye will land on.

Since saccades are very short during reading, only some 20-40 ms, the gaze data must
be first calculated (which takes up to three samples, see Figure 2.20), and then fed ‘back to
the stimulus program very quickly, within no more than some 10-15 ms, so that the stimulus
program can update the monitor image (preferably CRT, so refresh time is low) before the
end of the saccade and the saccadic blindness.

The foveal mask, case 4 in Figure 2.25, is often called ‘simulated scatoma’ (compare
‘macular scatoma’): it artificially creates a blind spot in foveal vision which resembles the
scatoma caused by physiological disorders of the eye such as macular degeneration. In healthy
participants this blurring of foveal vision can help answer guestions both about visual pro-
cessing in physiological disorders which cause scatoma, and about visual processing per s¢
in areas such as reading and scene perception.

The ability to make passive gaze-contingent studies of the demanding kind depends on
how quickly a data sample, or the beginning saccade, can be fed back to the stimulus program
5o that the stimulus can be changed without the participant noticing an anomaly. Foveal masks
and moving windows move in close to real time with the eye, which means that both latency
and stimulus update time of the system must be very low. Only if the whole system is very fast
does the illusion work, that the monitor changes without the participant noticing that a change
has taken place. It is enough for the participant to notice once for his behaviour to change—
once the gaze-contingent manipulation is spotted the participant will constantly remain aware
of it. Thus, the eye-tracking system must have a high accuracy, a low and constant latency,
a high sampling frequency, online saccade detection, and a very tight connection between
recording system and stimulus presentation.
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2.7 Types of eye-trackers and the properties of their set-up

Even if they all use the same video-based pupil-to-corneal reflection measurement technol-
ogy, eye-trackers are very different among themselves. If you want to do both gaze-contingent
reading research and study the eye movements of soccer players during games, you will most
likely need two different eye-trackers.

The eye-trackers shown in this section are examples of basic hardware set-ups and their
consequences on data. In real life, manufacturers offer hardware combinations that extend
each of these basic types to more functions or allow the user to build more than one type of
eye-tracker from the same set of basic hardware, but the basics are always the same.

2.7.1 The three types of video-based eye-trackers

Basically, a video-based eye-tracker has an infrared illumination and an eye video camera,
and typically an additional scene camera for head-mounted eye-trackers. Illumination(s) and
camera(s) can be put on a table in front of the participants, or on their heads. Sometimes head-
tracking is added to head-mounted systems. This gives us three types of eye-trackers that
differ not only with respect to the position of cameras and illumination, but more importantly
in the type of data they produce and how we can analyse the output.

1. The most common set-up is the static eye-tracker, which puts both illumination and eye
camera on the table, in front of the panicipan't. There are two sub-types: tower-mounted
eye-trackers that are in close contact with the participant, restraining head movements,
and those that view from a distance, known as remote eye-trackers, with nothing or very
little attached to the head. In practice, stimuli are almost always presented on a monitor,
although wall projections and real scenes can easily be used with static eye-trackers.

. Another common set-up is the head-mounted eye-tracker, which has put both illumi-
nation and cameras on the head of the participant, mounted on a helmet, cap, or a pair
of glasses. A scene camera takes the role of recording the stimulus—the scene of view.

. The third type of set-up adds a head-tracker to the head-mounted eye-tracker in order
to calculate the position of the head in space. For reasons soon to be explained, this
addition makes the analysis of data from head-mounted systems much easier. Not many
manufacturers offer this combination, however.

These three different ways to combine illumination and camera give eye-trackers with
very different properties. We will use the terms ‘remote’, ‘tower-mounted’, ‘head-mounted’,
and ‘head-tracking’ throughout the rest of the book. We will now describe the three types in
detail.

Static eye-trackers come in two varieties; those that restrict the participant’s head less,
and those that restrict it more. For a number of reasons, you get better data if you restrict the
participant’s head more. Previously, bite-bars were used to immobilize participants’ heads.
Today, the video-based eye-trackers with the best precision have forehead and chin rests that
sently restrict the participant’s head movements, like at the optician, as in Figures 2.26(a) and
2.26(b). The camera and illumination are hidden inside the box on top of the eye-tracker. The
centle head restriction is the price you pay for high precision and accuracy.

Eye-trackers that restrict the head less place the camera near the stimulus (monitor), with-
out contact to the participant. These ‘remote’ eye-trackers are capable of viewing the partici-
pant’s eye from a distance, and even keep track of the eye as it moves within a certain volume
(Figure 2.27). Because of imperfections in gaze estimation models during head movement,
and because the eye is typically filmed at a lower resolution, data from remote systems are
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(a) The SR Eyelink 1000 Hz tower-mounted (b) The SMI 1250 Hz HiSpeed tower-mounted
eye-tracker. eye-tracker.

Fig.2.26 Two types of static tower-mounted contact eye-trackers with high sampling frequency, precision,
and accuracy. Both film the eye via a mirror.

(a) SMI RED 4, a 50 Hz remote system. (b) Tobii 1750 remote system at 50 Hz. One of
Here with an additional web camera to observe the most sold eye-trackers in the mid 2000s. The
participants' facial expressions during diagnosis participant is using a chin rest to increase preci-
of neuropaediatrics cases. sion.

Fig. 2.27 Remote eye-trackers: illumination and eye camera are hidden in the dark ledge below each
monitor. Nothing is attached on the participant.

almost invariably of a poorer quality than data from those eye-trackers that restrict or mea-
sure the participant’s head movements. Research is intense in improving the data quality of
remote eye-trackers, however.

Knowing the position of the head is again the key to sufficient accuracy and precision.
One particulaf variety of remote eye-trackers solves the geometrical problem by putting an
infrared reflector on the forehead of the participant and measuring exactly where he is. Oth-
ers that use magnetic head tracking have also been on the market. Their low market share
indicates that many users prefer not having to add any markers or sensors to the participant’s
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(a) Participant 1, with contact lenses, both (b) Participant 1, with contact lenses, only
eyes. right eye.

(c) Participant 2, both eyes. (d) Participant 2, only left eye.

Fig. 2.36 The effect on accuracy of concealing one eye. Data from two participants looking at the num-
bers 1 to 10 in order, recorded 2009 on a very common but slightly outdated remote 50 Hz eye-tracker.
Solid circles represent detected fixations. The small fixations next to the large ones are artefacts from low
precision in combination with a dispersion-based fixation algorithm.

culating averages between the two data samples, or using the eye with currently better data
quality. The precision increase can be considerable (Cui & Hondzinski, 2006). Conversely, if
an averaging remote system temporarily loses track of one eye, there can be a dramatic loss
of accuracy in the data, as Figure 2.36 very clearly shows. If you plan to buy a remote system,
this is one property to test.

2.7.5 The parallax error

A head-mounted system with a scene camera will exhibit a larger or smaller parallax error;
that is: the gaze cursor, which we saw as a cross in Figure 2.39, will be misaligned with
the actual line of gaze for certain distances from the object looked at. Figure 2.37 shows the
principle for parallax error. The size and direction of the parallax error varies systematically
with the distance to the object looked at. If the fixated object is at the same distance as the
calibration plane, when the participant was calibrated, then the parallax error will be zero. At
larger or smaller viewing distances the parallax error grows, being at its worst at very close
distances. :

In the gaze-overlaid scene video for the right eye, the parallax error always follows a line,
slightly tilted as the scene camera is above eye level, with far away errors to the left and
close object errors to the right, assuming the head-camera configuration in Figure 2.37 (the
reverse case for the left eye). The error is so systematic that if you are coding the resulting
gaze-overlaid videos manually, it is possible—with a little training and an understanding of
the principle behind parallax—to directly estimate the parallax error, and subtract it from the
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Fig. 2.28 A four-camera SmartEye system set-up in a car simulator. Infrared illumination is seen as white
hexagons on either side of the steering wheel, and two of the cameras are seen as dark silhoueties on
top of the dashboard.

head, even if it is at the cost of a somewhat lower data quality.

Remote eye-trackers are generally easier to operate, however, and the participants more
easily tend to forget that the eye-tracker exists. They are the only practical alternative to record
on infants, and allow additional measuring equipment to be added to the participant’s head
without-too-much interférence. Remote systems also existin multi-camera versions, which
can be built into workplaces (such as cars and flight simulators) where participants need to
turn their head a lot. Figure 2.28 shows a four-camera set-up.

There is a hypothesis—sometimes used as a sales argument—that participants behave
more naturally in a remote system than in tower- and head-mounted systems, which would
mean that data would be ecologically more valid. Such a superiority of remotes remains to be
proven, however. In the authors’ experience, participants feel only moderately restrained even
in tower-mounted systems: in our lab we have had participants speak, type with the keyboard,
and even play intense first-person-shooter games, and we have still recorded highly accurate
data from participants who claim to have behaved naturally.

When a participant moves his eyes out of reach of the eye camera, and then returns to his
initial position, the remote eye-tracker typically takes some time—known as recovery time
and sometimes ‘pickup time’—to resume tracking, which is of extra importance if you have
very mobile participants, such as infants. Recoveries are also made after long blinks, and tend
to be longer with remotes than with systems that know where the eye is. If your system has a
long recovery time you lose a corresponding portion of data during each recovery.

Static eye-tracking systems, whether tower-mounted or remote, can be used with one
stimulus plane, typically a monitor, but also a magazine, or just the monitor-less field of
view above the camera housing. A static eye-tracker gives a data file with coordinates in the
coordinate system of that plane, i.e. that monitor magazine or field of view. This coordinate
system is defined and positioned as part of the set-up and calibration, which we will look at
in Section 4.5. Giving coordinates in a fixed coordinate system is an important property that
makes analysis much simpler, and it is by no means a self-evident one. The reason that it
works is that the eye camera, the illuminations, and the stimulus (the monitor looked at) are
fixed spatially, and the head of the participant is fixed or at least fairly well measured.
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hemus headtracking. The device generating the puter in rucksack (from 2008). Photo used cour-
magnetic field is located in the upper part of the tesy of Gunnar Menander and Petra Francke.
figure. Sensors are mounted on the helmet.

Fig. 2.29 Head-mounted systems with (a) and without (b) head tracking.

Head-mounted systems as in Figure 2.29(a) have cameras and illuminations mounted on
top om head-band, or a pair of glasses. They allow the participants maximum
mobility, in particular if the recording computer is small and lightweight. If the mounting
is steady, the participant can take part in many different real life activities, such a driving,
riding a bicycle, buying food in a supermarket, playing tennis etc. Traditional head mounted
systems are likely to be the most versatile eye-trackers when it comes to glasses, contact
lenses, drooping eyelids, mascara and steep viewing angles. This is because the eye camera
angle towards the eye can—in principle—be shifted and adapted to the individual participant
and task—an important property that we will cover in detail on pages 116-134. A notable
exception are the Tobii eye-tracker glasses from 2010, where no parts can be adapted.

Head-mounted systems also have a scene camera mounted on the helmet, filming in the
line of sight, as in Figure 2.30. The recording computer overlays the gaze coordinate onto
the scene video, which is endowed with a moving marker that shows where the participant is
looking. The result is known as a gaze-overlaid video, and for reasons that we will discuss on
page 61, this is (mostly) all you can use. Even if there is a data file, the coordinates of the data
file will refer only to positions in the scene video, not to positions in the surrounding world.
We will have a closer look at the consequences of this property on data analysis in pages 60,
175, and 227.

In order to associate objects in stimulus space with collected data samples, some head-
mounted eye-trackers can be combined with magnetic head tracking. The head-tracking sys-
tem calculates all (absolute) motion of the head, and adds that onto the (relative) motion of
the eye in the head. The resulting combined head—eye gaze vector is expressed in the coordi-
nate system of the recording environment. Surfaces in the environment can be measured up,
and given their own reference systems. With such a combined system, the eye-tracker will
give both gaze-overlaid video and a very useful data file, that allows for automatized data
analysis, while still allowing for very large head movements.
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(a) Head-mounted eye-trackers have an addi- (b) Scene camera view with gaze-
tional scene camera; here placed above eye overlaid haircross cursor at the gaze
camera and illumination. The scene camera films position.

forward, while the eye camera in this case films

through a mirror.

Fig. 2.30 The scene camera of head-mounted systems.

Another method to get data coordinates that are meaningful in analysis is to attach (large
enough) object markers with specific patterns onto the stimulus. These markers are captured
as part of the scene video, and four markers define the corners of a rectangular object. When
the participant is within a certain range, the recording software finds the markers, and can
relate gaze to the objects even with lots of head movements. Putting markers in a natural
stimulus risks altering the participant’s visual behaviour, however.

There are also head-mounted eye-trackers with a more restricted version of head tracking.
The most well known is the SMI EyeLink 1250 Hz system and its follow-up, the SR EyeLink
11 250/500 Hz, which has a small camera on top of the headgear and four light emitting diodes
(LEDs) at the corners of the single plane (see Figure 2.31). On the basis of the positions of
LED corners in the camera image, the software calculates the position of the head relative
to the monitor, and thus compensates for head movement. This works fairly well, but the
plane must largely be perpendicular to the line of gaze and cannot for instance be tilted to
lie down on a table. Also, with this technical solution, it is not possible to get data samples
from more than one plane. In fact, this type of eye-tracker much resembles tower-mounted
eye-trackers in its high precision, but still allowing for some degree of head movements.
Accuracy, however, sometimes has the tendency to drop over time, if the eye-tracker slips
celative to the head. Data consists of a file of co-ordinates in one plane, just like the static
eye-trackers.

There are other human interfaces, such as fMRI (functional magnetic resonance imaging)
eye-trackers, VR (virtual reality) goggles wilh Buili-in eye tracking, and even primate eye-
trackers. For the purpose of this section, it suffices to say that they are all versions of static
eye-trackers: The stimulus is fixed in relation to the eye camera and the participant’s head.

In addition to gaze direction, many of these eye-trackers output the pupil and corneal re-
flection positions in the eye-video, which can—assuming there is software to support this—in
principle be used to extend the arca from which data is collected to beyond the area calibrated.
Some systems even output these gazes outside of the calibration plane as coordinates, but for a
variety of reasons, the quality of this data is typically much poorer than within the calibration
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Fig. 2.31 The EyeLink | 250 Hz system, with head-mounted camera and LED markers around the stimu-
lus to define the coordinate system. For clarity, two of the LEDs have been circled. Picture used with kind
permission from SR Research.

\

(@) Contact and head-mounted eye-trackers with (b) Remote eye-trackers and mirrorless head-
mirror. mounted eye-trackers.

Fig. 2.32 Eye camera viewing angle towards the eye. The grey and black boxes are the infrared illumi-
nation and camera.

plane.

Also note that contact eye-trackers and (most) head-mounted eye-trackers film the eye
through a mirror, while the remote eye-trackers film directly, as in Figure 2.32. On pages
116-134, when we describe how to set up the eye camera to get an optimal viewing angle
and the best possible data quality, we will often manipulate the camera angle towards the eye
to adjust it to our participant’s individual physiology, glasses etc.

All current high-end systems have mirrors, but the ideal eye-tracker is mirrorless, be-
cause the mirror introduces edges in the visual field of the participant. This may change the
wavelengths of the light reaching the participant’s eye and introduce reflections from over-
head illumination. Nevertheless, the advantages of having camera and illumination in a fixed
position to the participant’s eye, and the increased data quality this means, still outweigh the
disadvantages of introducing a mirror. Eye image quality is high with current mirrors, and
with the stimulus display at a distance much larger than that of the mirror, in our experience,
participants are no more disturbed by the mirror than by wearing glasses.
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(a) Eye-video from participant aged 48 days (b) Eye-video of an orangutan from Lund Uni-

successfully tracked with dark-pupil remote eye- versity Primate Research Station at Furuvik

tracker. Zoo, recorded using a remote dark-pupil sys-
tem.

Fig. 2.33 Two representatives of uncommon groups of participants recorded with the same remote eye—
tracker.

2.7.2 Robustness S TCTU L POy i &
g JR ¢

Robustness (also known as versatility) refers to I](_))y__W_c]__ljnj)tﬁ:Ltackc.L.mmks_io.r._a._Large
variety of ﬁﬁtiﬁ?ﬁiﬁﬁ?‘l’é’éﬁ%ﬁess can lead to frequent data loss of up to a third of the
participants (p. 141) and poorer data quality. Some eye-tracking systems have a hard time
with glasses, and contact lenses are also a problem that some eye-trackers handle better than
others. Participants also vary in their eye physiology: some eye-trackers may produce poorer
data for certain eye colours, and another common obstacle to good data recording is drooping
eyelids, which of course vary between participants.

In order to handle as many participants as possible, your eye-tracker should allow you to
vary the anglé of the eye camerato the eye. As ‘we will see on pages 116-134, adjusting the
eye-camera angle solves many, problems. This is often more difficult on remote systems than
on head-mounted ones, but the design of the head-mounted system also plays an important
role to its robustness. If you can also vary the position of the infrared illumination, your
system will be even more versatile, especially for people wearing glasses. The major problem
with contact lenses can easily be solved, as we will later see, if you can adjust the focus of
the eye camera. The current manufacturer trend is to remove these options from the operator
of the eye-tracker, and thereby prioritize ease of usage over robustness.

Technological components that manufacturers use to automatize robustness reflect what
the researchers would manipulate: increased resolution and sensitivity of the eye camera(s),
number of eye cameras, the quality of the camera sensors, the number of and precise position-
ing of illuminators, and the implementation of image processing algorithms, which together
have a major impact on the robustness of an eye-tracking system whether or not the researcher
has access to camera settings and positions of illumination.

Infants are a special class of participants, for whom remote eye tracking is most suited.
Infants may move about a lot, and can hardly be restricted using chin rests or bite bars.
Before they can sit, they can be placed lying in a tight hammock that gently restricts sideward
head movements, with the eye-tracker and stimulus monitor overhead. Light should be turned
down in the room, so the stimulus monitor appears more salient to the infant. ‘When sitting
in a parent’s lap, holding their head gently mimimizes large head movements. Figure 2.33(a)
shows a very young human participant recorded on a remote eye-tracker.

Our primate relatives would disassemble the eye-tracker if they could. so they have his-
torically always been more or less restricted when being eye-tracked. New attempts are made
to track through protective glass, and remotes are then the common choice among video-
based trackers. The orangutan in Figure 2.33(b) was tracked through a 20 mm polymethyl
methacrylate glass at 50 cm distance.




58 | EYE-TRACKER HARDWARE AND ITS PROPERTIES

(a) Tracking range: how far to the side (b) Head box: how large is the volume in which the
can a participant look and we still get participant can move and we still get (good) data. To-
(good) data. Towards the edge, data wards the edge, data will be gradually poorer.

will be gradually poorer.

Fig. 2.34 lllustration of tracking range and headbox.

2.7.3 Tracking range and headboxes

The tracking range (also known as visual field of recording) is a measure of how far to the
side your participant can look and you still get data. The headbox is the volume relative to the
eye-tracker in which a participant can move without compromising the quality of recorded
data. Figure 2.34 illustrates both concepts. There is currently no generally accepted definition
of either that could be used to compare different eye-trackers.

Most eye-trackers will have problems with extreme gaze angles, that is when the line
of gaze deviates very much from the direction of the head, because the corneal reflection
degrades or either pupil or corneal reflection are covered by the eyelid (p. 131).

The tracking range is particularly important with large stimuli. If you have a broadsheet
newspaper as a stimulus, and an eye-tracker that does not allow your participant to move his
head, then looking at the texts in the corners of the pages will require him to turn his eyes
very much to the side. If your participant is a car driver, he will make very large eye (and
head) movements when alternating between the rear-view mirror, pedestrians on each side of
the car, the GPS on the dashboard etc. If instead you have a very small stimulus, such as a
cellular telephone, your participant does not have to make very large eye movements to look
at all of it.

Single-camera video-based eye-trackers can measure gaze on a stimulus within a hori-
zontal gaze span of around 40°, and around 25° in the vertical direction, relative to the head
direction. For a static eye-tracker (the common one-camera remote, for instance) at a view-
ing distance of 70 cm, the horizontal 40° corresponds to a width of approximately 50 cm.
Tracking range is not an absolute property of the eye-tracker, but depends on participant
physiology, with borders of decreasing data quality in all extreme gaze angles (p. 116-134).

A large headbox is important when participants move around in front of a remote eye-
tracker, for instance infants, monkeys, and some clinical groups. For many remote systems,
data quality shows considerable variation within the headbox, and may be much worse to-
wards the extremes, as the precision measurement in Figure 2.35 exemplifies.

Multi-camera remote systems can measure gaze in the entire 360°, because another cam-
era takes over when the first one falters. This is very useful when participants rotate on an
office chair in front of a large control board, or if they drive a car. The increased headbox often
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Fig. 2.35 Precision versus viewing distance in a specific remote eye-tracker. For each distance from the
monitor, 24 recordings were made on a pair of artificial eyes positioned in the middle of the eye video, and
average RMS was calculated over those recordings. Precision varies significantly and is at its best at a
smaller distance than recommended by the manufacturer. Data collected 2011 in collaboration with Pieter
Blignaut.

comes at the cost of a time consuming calibration of the environment and head of the par-
ticipant, and therefore suits experiments with few participants and long trials. There are also
remote eye-trackers with single eye cameras that mechanically move with the participant’s
head, also creating larger headboxes.

2.7.4 Mono- versus binocular eye tracking

Monocular eye-trackers record from one eye only, while a binocular eye-tracker takes data
from both eyes. The vast majority of eye-tracking research is done monocularly, for mainly
1wo reasons. First, it is commonly believed that both eyes make the same movement at ap-
proximately the same time, and also look at roug hly the same position. It would therefore give
no additional value to measure both eyes simultaneously. As we saw on page 24, however,
this is not always a valid assumption. Second, monocular éye-zrackcrs are cheaper to acquire.
These two reasons combined make it tempting to buy a system that can measure only from
one eye at a time.
Binocular eye tracking may be particularly relevant in some situations:

@ Wh‘gﬁ_rcbéf&ing from children, who have a Iargér distance between gaze positions of
the left and right eyes—known as disjugacy or disparity—than adults.
It you have an experiment where double vision due to the misalignment of the two eyes
relative to each other—known as diplopia—may occur.
If you plan to perform clinical studies on participants with neurological dysfunctions
affecting vergence (see Leigh & Zee, 2006, p. 367). -

o If small differences in saccade measures matter to your study.

The purpose of recording binocular data often differs between high-end and low-end
eve-trackers. High-end eye-trackers output one data stream for each eye with a quality high
enough to address the situations above. Low-end eye-trackers typically give you only one
data stream (a cyclopean view), even if both eyes are used. In this case, binocularity.is used
only to increase the accuracy and precision of the data from a remote eye-tracker by cal-
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(a) Participant 1, with contact lenses, both (b) Participant 1, with contact lenses, only
eyes. right eye.

(c) Participant 2, both eyes. (d) Participant 2, only left eye.

Fig. 2.36 The effect on accuracy of concealing one eye. Data from two participants looking at the num-
bers 1 to 10 in order, recorded 2009 on a very common but slightly outdated remote 50 Hz eye-tracker.
Solid circles represent detected fixations. The small fixations next to the large ones are artefacts from low
precision in combination with a dispersion-based fixation algorithm.

culating averages between the two data samples, or using the eye with currently better data
quality. The precision increase can be considerable (Cui & Hondzinski, 2006). Conversely, if
an averaging remote system temporarily loses track of one eye, there can be a dramatic loss
of accuracy in the data, as Figure 2.36 very clearly shows. If you plan to buy a remote system,
this is one property to test.

2.7.5 The parallax error

A head-mounted system with a scene camera will exhibit a larger or smaller parallax error,
that is: the gaze cursor, which we saw as a cross in Figure 2.39, will be misaligned with
the actual line of gaze for certain distances from the object looked at. Figure 2.37 shows the
principle for parallax error. The size and direction of the parallax error varies systematically
with the distance to the object looked at. If the fixated object is at the same distance as the
calibration plane, when the participant was calibrated, then the parallax error will be zero. At
larger or smaller viewing distances the parallax error grows, being at its worst at very close
distances. :

In the gaze-overlaid scene video for the right eye, the parallax error always follows a line,
slightly tilted as the scene camera is above eye level, with far away errors to the left and
close object errors to the right, assuming the head-camera configuration in Figure 2.37 (the
reverse case for the left eye). The error is so systematic that if you are coding the resulting
gaze-overlaid videos manually, it is possible—with a little training and an understanding of
the principle behind parallax—to directly estimate the parallax error, and subtract it from the
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Fig. 2.37 Parallax error. The grey plane is the position of the original calibration screen. The dark plane is
the true stimulus. The scene camera view shows a frame from the overlaid scene video. The cross marks
the true gaze position, and the two dotted rings mark where the eye-tracker will put the overlaid gaze
marker in relation to the true gaze position, depending on the distance to the object looked at. A far away
stimulus pulls the error in one direction, and a close stimulus pulls it in the other direction. The gaze cursor
is only perfectly positioned for stimuli at the same distance as the calibration plane during calibration. This
figure assumes the scene camera is mounted above the eye level between both eyes, and the displayed
arror is true for measurements on the right eye.

gaze position shown while coding.

Thg_cgg_s_g__q_f_ the parallax error is the fact that the scene camera and the eye look at the
scene from slightly different angles. The two gaze lines of the eye and the scene camera cross
at the distance at which the calibration screen was, but are misaligned elsewhere. There are

sevieral hardware solutions to parallax:

o A few eye-trackers are built so that the line of sight coincides perfectly with the scene
camera direction, but at the cost of difficult and endurable mechanical solutions.

e Adding head tracking and measuring the position of the eye and scene camera allows
2 mathematical solution to parallax, but head tracking limits the mobility of the partic-
ipant.

e Binocular head-mounted eye-trackers can use a depth calibration and linear depth cor-
rection.

o Another alternative with a binocular eye-tracker is to simply average data samples from
the two eyes.

When these solutions are not available, the eye and scene cameras should be placed as
closely together as possible on the headgear.

2.7.6 Data samples and the frames of reference

The vast majority of all eye-tracking research today consists of showing participants se-
quences of still images (possibly with sound), and having the observing participant sit more
or less still in front of a static (remote or contact) eye-tracker. Virtually all analysis software
is written for this particular set-up. The data file that you get will be a sequence of coordinates
with time stamps, and the coordinates will be meaningful in the coordinate system of your
stimulus. For instance, if you show a face, as in Figure 2.38, any raw data sample with coordi-
nates (x =262,y = 291) will always be the coordinate of the pearl earring in that face image,
because everything is still and kept in place. This association between the coordinate of a
raw data sample and a semantic object is necessary later, in the analysis software. It makes
it possible to calculate the duration that a participant gazes at the object (known as ‘dwell
time’) and how many times he looks there (known as ‘entries’). Also fixation and saccade
analysis becomes easier. The association between sample coordinates and stimulus positions
is established during calibration, typically quite a fast set-up carried out for each participant
individually (p. 128). '
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Fig. 2.38 The coordinate system in eye-tracking studies typically has the origin (x=0, y=0) in the upper
left corner. For as long as this picture is shown, the data coordinate (x=262, y=291) will be a point on
the pearl earring; that is, we have a link between a coordinate and a semantic object. The stimulus is the
painting ‘Het Meisje met de Parel' by Johannes Vermeer, circa 1665.

(a) Frame 1 (b) Frame 2

Fig. 2.39 Head motion and motion in the stimulus dissociate the link between gaze coordinates and
semantic objects. Pictures show how the two data samples with identical coordinates indicate two entirely
different objects at two instances separated by only a couple of seconds. Two frames from a gaze-overlaid
video recorded with the SMI HED mobile system. -

There are two large obstacles to the desired connection between gaze direction and a
meaningful portion of the stimulus viewed: either the participant’s head moves, or the scene
c'.-'rang'é_s, in ways the system cannot measure (we will overlook for now the errors stem-
ming from moving the infrared emitters or the camera, adding glasses to the participant after
calibration etc.). Suppose the researcher has a participant walking in a supermarket with a
mobile head-mounted eye-tracker. Coordinates in the data file would indicate different pos-
itions at different times, because the participant moves. The coordinates (262,291) may at
one moment be a box of pasta on the product shelf, and only seconds later be one of the
other customers in the supermarket (see Figures 2.39(a) and 2.39(b)). Since the coordinate
reference (262,291) changes in meaning all the time, adding up gaze data at this position
over a whole trial (a round in the supermarket) would simply not give a value that refers to
one single object, and many types of analyses would make no sense.
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The same dissociation of coordinates and stimulus content occurs if you have animated
stimuli: web pages with scrolling, video clips, and various multimedia products. As an object
moves across the screen, its coordinate values change continuously with its position. First of
all, this stimulus motion may make coordinate based analysis such as area of interest (AOI)
analysis much more difficult, unless you use dynamic AOIs (see pages 209 and 227). Second,
when viewing slowly moving objects, the eye makes what is known as a smooth pursuit
motion, and this makes fixation analysis invalid with some of the current methods for event
detection (p. 169).

There are notable technical solutions to parts of the problem with gaze coordinates lacking

a permanent association to semantic objects.

e If youhavea head-mounted system, the simplest solution is to lock the head relative to
the stimulus. It works for single monitor stimuli, making a tower-mounted system out
of the head-mounted system.

If you do not want to fasten the head-mounted system (and the participants) in a tight
construction, you may instead measure the precise positions and movements of the
head, and add that measurement to the eye-tracker position to get a resulting gaze
vector that is meaningful in the environment of the head-tracker. Both magnetic and
camera-based head tracking can be used, but magnetic is the common choice.

If you do not use a head-mounted system, but your coordinate problem is due to an-
imation in the stimulus, the optimal solution is to automatically detect and extract
the coordinates of objects from the animated stimulus. This is difficult in general,
but feasible when the target object is known and very different from other objects in
the environment, such as an overhead information board at a train station or an air-
port. Scrolling on web pages was a problem until two manufacturers made their own
browsers that could read the scroll distance, and add it to the gaze coordinate. Plac-
ing markers on the stimulus and filming them with a scene camera (Figure 2.31) can
give coordinates in the space spanned by the markers. In a similar manner, you may
add radar and GPS measurements onto your car, S0 it calculates the precise position of
your own and neighbouring cars, of pedestrians and buildings, and immediately calcu-
late what object the driver’s gaze hits.

With a head-mounted or a remote eye-tracker, if you record only gaze-overlaid video, but
want to calculate numbers for the data, for instance how much time each participant looked
at each type of pasta, then you have to extract this information manually from the video. If
your have 20 minute recordings on video, and want to code fixation durations and dwell time
(two central measures for how long people look), throughout the recording—for instance by
requiring the gaze marker to be still for three frames which equal 120 ms for a 25 Hz video
system—you may spend several days coding each participant. If your task requires you to
code only portions of the recordings, an eye-tracker that only delivers gaze-overlaid video is
more acceptable. Skipping large portions and coding only small time windows is reasonable
in face-to-face interaction studies as well as consumer visual behaviour in supermarkets, as-
suming that the question is “What did they look at during the 10 seconds before they selected
what to buy?”, or “What did they look at during the 5 seconds after the interlocutor uttered a
pronoun?”. See pp. 227-229 for different methods for coding gaze-overlaid video data.

In conclusion, an eye-tracker produces streams of data samples, either in the coordinate
system of the scene video camera attached to the participant’s head, or in the coordinate
system of the stimulus. As we noted, an area of interest can be placed on the stimulus to give
a portion of the (x,y)-values a semantic value like ‘the pearl’. The recorded eye-movement
data can then be expressed as a sequence of semantically meaningful areas, such as PPMMPPH,
where P, M, and H refer to the pearl, mouth, and headscarf in Figure 2.38. This is also known
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as an AOI string. An alternative to letting the researcher decide what values (x,y) coordinates
should be given, is to use values calculated from the (x,¥) points in the stimulus. For instance,
we can calculate the luminosity at each position and get a string of numerical luminosity
values, or produce a string of pasta prices by replacing each gaze hit on a pasta package by
the price of that particular pasta. These are called feature values and feature strings, because
luminosity and price are features of the stimulus. While semantic AOIs can only be used
when the researcher defines the AOIs in accordance with the experimental design, feature
values can be extracted algorithmically from the stimulus. Chapter 6 explains these uses of
eye-movement data in detail.

2.8 Summary

This chapter introduced properties and varieties of video-based eye-trackers, which produce
an output consisting of; PRIET WP RO~ |

e often the position of the pupil and corneal reflection from the eye camera,

o always raw data ;ﬂiﬁﬁig with time stamEs and (x,y) coordinates,

e sometimes velocity and rarely acceleration valugs,

e sometimes gaze-overlaid videos, D) fb* = A ¢ £ geen

e in many eye-trackers, pupil size is a free extra. L‘t‘{!‘a"‘( WS wdps) .,'"’ s o

Eye-trackers are built for different oses and have a number of hardware and soft-
ware related properties that should be taken into account when designing an experiment.
The resolution of the eye camera and sampling frequency are examples of important hard-
ware properties that influence what types of eye movements that can and cannot be measured.
Softwa?é'accompanying the eye-trackers contain algorithms that perform, for example, image
analysis to find pupil and corneal reflections in the eye video, gaze estimation, and calculation
of eye-movement-velocity and acceleration from raw data samples.

Together with the participants and the recording environment, such properties decide the
quality of the recorded data, and thus largely constrain the research questions that can be
addressed, and the type of analyses that can be performed on the data. It is therefore important
to have a basic understanding of how your eye-tracker works, in order to successfully design
an experiment, record data, and analyse the recorded data. g
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