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Abstract

A discrete-time prey—predator model with Holling type II is investigated. For this model, the existence and stability of three
fixed points are analyzed. The bifurcation diagrams, phase portraits and Lyapunov exponents are obtained for different parameters
of the model. The fractal dimension of a strange attractor of the model was also calculated. Numerical simulations show that the
discrete model exhibits rich dynamics compared with the continuous model, which means that the present model is a chaotic, and
complex one.
© 2008 Published by Elsevier Ltd
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1. Introduction

It is well-known that the Lotka—Volterra prey—predator model is one of the fundamental population models. A
predator—prey interaction has been described firstly by two pioneers Lotka (1924) [1] and Volterra (1926) [2] in two
independent works. After them, more realistic prey—predator models were introduced by Holling suggesting three
kinds of functional responses for different species to model the phenomena of predation [3]. The research dealing
with interspecific interactions has mainly focused on continuous prey—predator models of two variables, where the
dynamics include only stable equilibrium or limit cycles. Nevertheless, some works by Danca et al. [4], Jing and
Yang [5], Liu and Xiao [6] and Elabbasy et al. [7] showed that, for the discrete-time prey—predator models the
dynamics can produce a much richer set of patterns than those observed in continuous-time models. Also Summers
et al. have examined four typical discrete-time ecosystem models under the effects of periodic forcing [8]. They found
that a system which has simplistic behavior in its unforced state can assume chaotic behavior when subjected to
periodic forcing, dependent on the values chosen for the controlling parameters; such a phenomenon is well-known
in the physical sciences in the theory of nonlinear oscillators see [8]. Danca et al. [4] demonstrated that, the chaotic
dynamics in a simple discrete-time prey—predator model with Holling I take place [4]. In previous work, we modified
Danca et al. model [4] and studied the complex dynamics [7], and found that the modified model is more realistic than
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that of Danca et al. [4]. However, the same conclusion was obtained using another technique, in which Euler method
was used by Jing and Yang [5] and Liu and Xiao [6].

One of the real life applications of the prey—predator model is the Lynx and its prey the snowshoe Hare study
documented by the Hudson Bay company for the time interval 1845—-1935 [9]. The extension of discrete prey—predator
model to cover the Holling type II had a little attention in the discrete case till now, due to its complexities. Therefore,
the present work aims to shed more light on this subject through analyzing the dynamic complexities in a discrete-time
prey—predator model with the Hollings type II functional response. That is, we shall focus our attention on analyzing
how the Holling type II response [3] affects the dynamic complexities of prey—predator interactions.

This paper is organized as follows: in Section 2, the discrete prey—predator model with Holling type I is formulated,
then the existence and stability of three fixed points are derived. In Section 3, some values of the parameters, such
that the model undergoes the flip bifurcation and the Hopf bifurcation in the interior RZ, were derived and also
discussed. The numerical simulation of the analytic results, such as the bifurcation diagrams, strange attractors,
Lyapunov exponents and fractal dimension were presented in Section 4. Finally, Section 5 draws the conclusion.

2. Model
The classical prey—predator system always be in the following form

x'(t) = xq(x) — ayp(x)
Y ()= (px) =By 1)
x(0), y(0) > 0,

where x, y represent the prey and predator density, respectively. p(x) is the so-called predator functional response

and «, B > 0 are the conversion and predator’s death rates, respectively. If p(x) = l’fgcx ,q(x) = ax(1 — x), then Eq.
(1) becomes the following well-known prey—predator model with the Holling type II functional response [10]:
/ mxy
xX(@t)=ax(1 —x) —«
14 ex 2
W= -4 ”
YW= T1ex Y

where a, m and ¢ are the positive parameters that stand for prey intrinsic growth parameter, half saturation parameter,
limitation of the growth velocity of the predator population with increase in the number of prey, respectively. The
above model (Eq. (2)) has been studied by many authors [11-13] and it was shown that, the dynamics include only
stable equilibrium or limit cycles.

Another possible way to understand the complex problem of competition between two interacting species is by
using discrete models [4]. In the present work we study the dynamics of discrete prey—predator model with Holling
type II which has the following two difference equations:

bxyyn
Xpt1 = ax, (1 — xp) — 1+ ex
T : )
Intl =97 exp

where a, b, c and d are the nonnegative parameters. The map given by Eq. (3) is a noninvertible map of the plane.
The study of the dynamical properties of the above map allows us to have information about the long-run behavior
of prey—predator populations. Starting from given initial condition (xg, yo), the iteration of (3) uniquely determines a
trajectory of the states of population output in the following form

(x(n), y(n)) = T"(x0, yo),

wheren =0,1,2,....
3. The fixed points and their stability

In this section, we first determine the existence of the fixed points of map (3), then investigate their stability by
calculating the eigenvalues for the variational matrix of (3) at each fixed point. To determine the fixed points we have
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to solve the nonlinear system given by

bxy
x=ax(1—x)—
1+ ex
_dxy
YT T e

By simple computation of the above algebraic system it was found that there are three nonnegative fixed points,

(i) Eo(0,0) is origin,
(i) E; (“T_l, 0) is the axial fixed point in the absence of predator (y = 0) exist for a > 1, and
(iii) Ep(x*, y*) is the interior fixed point, where

e S Y DN 4)
d—c¢ d—c | b d—c¢ b

exists if and only if the following condition is satisfied:

d>5+L.
a—1

3.1. The dynamic behavior of the model

Now, we investigate the local behavior of the model (3) around each of the above fixed points. The local stability
analysis of the model (3) can be studied by computing the variation matrix corresponding to each fixed point. The
Jacobian matrix of Eq. (3) at the state variable is given by

by bx
a(l —2x) — 1 7 71
J(x,y) = dy (1+ex) dj ex | &)
(14 ¢ex)2 1+ ex

The characteristic equation of Jacobian matrix can be written as

A2 —TrA + Det = 0, (6)

where Tr is the trace and Det is the determinant of the Jacobian matrix J (x, y) which is defined as Tr = a(1 — 2x) —

(If#)z + % and Det = “dﬁ:% Hence the model (3) is a dissipative dynamical system if
adx(1 — 2x) ]
— < .
I+ ex

conservative dynamical one, if and only if

adx(1 — 2x)

=1,
14 ex

and is an undissipated dynamical system otherwise.
In order to study the stability of the fixed points of the model, we first give the following lemma, which can be
easily proved by the relations between roots and coefficients of a quadratic equation [6].

Lemma 1. Let F(A) = A2 — BA + C. Suppose that F(1) > 0, A| and A, are the two roots of F(1) = 0. Then

@) M| < land |Az| < lifand only if F(—1) > 0and C < 1;
(1) |A1] < Land |Az] > 1 (or |A1] > 1 and |X2| < 1) ifand only if F(—1) < 0O;
@iii) || > land |A2| > lifand only if F(—1) > 0and C > 1;
(iv) A1 = —land My # 1ifand only if F(—1) =0and B # 0, 2;
(V) A1 and Ay are complex and |\1| = |A2| if and only if B> —4C < 0and C = 1.
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Let A1 and X, be the two roots of Eq. (6), which are called eigenvalues of the fixed point (x, y). We recall some
definitions of topological types for a fixed point (x, y). A fixed point (x, y) is called a sink if [A1| < 1 and |X2] < 1,
so the sink is locally asymptotically stable. (x, y) is called a source if |A1| > 1 and |A2| > 1, so the source is
locally unstable. (x, y) is called a saddle if |A1| > 1 and |A2| < 1 (or |[A1| < 1 and |A2| > 1). And (x, y) is called
non-hyperbolic if either |[A;| = 1 or |A2]| = 1.

Proposition 2. The fixed point Eq is a sink if a < 1; saddle if a > 1 and non-hyperbolic if a = 1.

Proof. One can see that the Jacobian matrix J at Ey is given by

a 0
J(Ep) = |:O 0].

Hence the eigenvalues of matrix are A; = a and A, = 0. Thus it is clear that Ej is a sink point if a < 1; a saddle point
if a > 1 and non-hyperbolic pointifa=1. W

Proposition 3. If a > 1 there are at least four different topological types of E (“a;l, 0) for all permissible values of
parameters:

() Eyisasinkif 1l <a <3andd < _a+2(:l;1);

(ii) Ey is a source if a > 3 and d > ‘H§+r”;

. . _ _ a+e(@-1),
(i) Ep is non-hyperbolic if a =3 ord = iy B

(iv) Ej is a saddle for the other values of parameters except those values in (1)—(iii).

Proof. In order to prove this result, we calculate the eigenvalues of Jacobian matrix for £ which is given by

b(l — a)

2= D

J(E) = Gheay b
a+e(a—1)

da—1)
ate@a—D"

Ejisasinkifl <a <3andd < %; Ejisasourceifa > 3andd > %; E1 is non-hyperbolic if a = 3

The eigenvalues of the matrix, J(E1), are A; = 2 —a and Ay = By using Lemma 1 it is easy to see that,

ord = % and E| is a saddle point for the other values of parameters. W

From the condition (iii) of Proposition 3, it is easy to see that one of the eigenvalues of the fixed point £ (“c—_ll, 0) is
—1 and the other eigenvalue is neither 1 nor —1 and then it also implies that all the parameters locate in the following

set:

a+ela—1)
(I—-a)

The fixed point £y can pass through flip bifurcation when parameters vary in the small neighborhood of Sg and a

center manifold of Eq. (3) at E (aa;l, 0) is y = 0 which is restricted to the center manifold of logistic model [14]. In

this case, the predator becomes extinct and the prey pass through the period-doubling bifurcation to chaos in the sense
of Li—Yorke by the varying bifurcation parameter a.

SElz{(a,b,d,s):dz ,a7é3,a>l,b,d,e>0}.

3.2. Local stability and dynamic behavior around interior fixed point E;

Now, we shall discuss the stability and bifurcations of interior fixed point E,. The fixed point E» is stable if it
satisfies the following conditions:

1+ Tr (J(E2)) + Det(J (E2)) > 0
1 —=Tr(J(E2)) + Det(J(E2)) > 0 (N
1 — Det(J(E2)) > 0,
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where J(E») is given by

| ) 0 a=) ) 7| .
()0

The above conditions are well-known [15] and are sufficient for the local stability of the fixed point and are necessary
for the two roots of the characteristic equation, A1 2, to be inside the unit circle of the complex plane, since

Tr(J(Ey)) = 1 o2 d=e( (-1 1
o = tra(i- ) 0 (a (15 )

Det(J(Ez)) =a <l — 2 ) . &)
d—e¢

By using Lemma 1, it is easy to deduce the following proposition.

Proposition 4. When d > ¢ and a > dd_%, the model (3) has a unique positive fixed point E»(x*, y*) and:

(i) it is a sink if a > 1 dfe)((zizd:si)g;afsfz) and a < 7255
(ii) it is a source if a < (d_g>((z3dd:f))_(§28_g_z) and a > di%
(iii) it is non-hyperbolic if a = (d_g)((zild__;))_(‘éd_a_s_z).

(iv) it is a saddle if a < ¢ dfg)(g?:gi)ig;(?fgfz)'

From Lemma 1, one can see that one of the eigenvalues of the positive fixed point E; is —1 and the other is neither
1 nor —1 if (iii) of Proposition 4 holds. Rewriting the condition (iii) of Proposition 4 one get the following set:
(3d — &)(d — ¢) d—c¢ }

Sg, =1(a,b,d,e):a= d>¢e,a > —m—
(d—e)2d — &) —2d(d — e —2) d—e—1

By solving the characteristic equation (6) at the interior fixed point E;, the roots (eigenvalues at E») will be:

_ Tr(J(Ep) £ /(Tr (J(Ey)))? — 4Det(J (E»))

2 9
where Tr (J(E3)) and Det(J(E;)) are given by Eq. (9). The eigenvalues in numerical simulation can be used to
classify different types of bifurcations.

1,2 (10)

4. Numerical simulations

To provide some numerical evidence for the qualitative dynamic behavior of the model (3), the phase portraits,
bifurcation diagrams, Lyapunov exponents, sensitive dependence on initial conditions and fractal dimension were
used to illustrate the above analytical results and for finding new dynamics as the parameters vary.

Since the dynamics of discrete prey—predator model has been examined [4-7], we will now mainly focus our
attention on the effect of Holling type II functional response. First we will study the phase portrait of the model (3)
when we change only the parameter ¢ and fix the others. To study the behavior of the model (3) when the parameter ¢
varied in the interval ]0.22, 1[, one can consider the initial condition (xg, yo) situated in the basin of attraction of fixed
point E;. When the control parameter ¢ varies, the stability of a periodic solution may be lost through various types
of bifurcations.

Without loss of generality:

We fix the parameters a = 4.1, b = 3, d = 3.5 and assume that ¢ varies. The phase portraits are considered in the
following cases:
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Fig. 1. An attractor fixed point for system (3) which exists for & = 0.99.
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0.384615 0.384625
X

——————
0.384605
Fig. 2. A stable fixed point for system (3) which exists for ¢ = 0.9.

An attractor fixed point takes place for ¢ = 0.99, which means that the system orbit is a fixed point, as shown in
Fig. 1.

Fig. 2 shows that the fixed point E is a stable attractor at ¢ = 0.9. For this parameter value, the fixed point
Ey occurs at x* = 0.3846153846, y* = 0.6834319527 and the associated complex conjugate eigenvalues are
A+ = 0.4073626372 £ 10.8832947005, then |A4| = 0.9727043981, and this means that the fixed point E> is
asymptotically stable.

The behavior of model (3) before a Hopf bifurcation at ¢ = 0.856 is shown in Fig. 3. Fig. 4 demonstrates the
behavior of the model after a Hopf bifurcation when ¢ = 0.854. From Figs. 3 and 4, we deduce that the fixed point
E» loses its stability through a Hopf bifurcation, when the parameter ¢ varies from 0.856 to 0.854.

Decreasing the control parameter ¢ forward, (¢ = 0.845) leads to the fixed point E> which has (0.3766478343,
0.6836288233) and the associated eigenvalues are A+ = 0.4156724510 £ 10.9158079345. Since the modulus of the
complex conjugate eigenvalues is [A+| = 1.005727478, one can conclude that the fixed point became unstable and an
invariant closed curve was created around the fixed point. Fig. 5 demonstrates and confirms the above argument.
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Fig. 3. Phase portrait for system (3) before a Hopf bifurcation which exists for ¢ = 0.856.
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Fig. 4. Phase portrait for system (3) after a Hopf bifurcation which exists for ¢ = 0.854.

As ¢ is further decreased, however, the phase portrait starts to fold — interrupted by periodic and then by windows
— a quasi-periodic behavior which changes to a chaotic one. We can see that the circle, after being stretched, shrunk
and folded creates new phenomena due to the breakdown of the invariant closed curve, Fig. 6.

For decreasing ¢ we obtain the multiple invariant closed curves brought about by a Hopf bifurcation of iterates of
the model (3). In these cases higher bifurcations of the tours occurs as the system moves out of the quasi-periodic
region by decreasing ¢. The dynamics move from one cycle to another by a periodic way, but the dynamics in each
closed curve, may be periodic or quasi-periodic. Fig. 7 represents the set of 16 closed curves brought about by a Hopf
bifurcation of the 16th iterate of the model (3), obtained for ¢ = 0.54. The radius of quasi-periodic solution grows as
¢ is further decreased as shown in Fig. 8.

Moreover, these closed curves may break leading to multiple fractal tori on which the dynamics are chaotic. When
0.52 < ¢ < 0.22, a chaotic attractor appears in the phase portrait and the chaotic orbits evolves upon ¢ decreasing.
Figs. 9 and 10 represent strange attractors for the model (3) with ¢ = 0.52 and ¢ = 0.4, respectively which exhibit
fractal structure.
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Fig. 5. The invariant closed curve for system (3) around the fixed point created after the bifurcation which exists for ¢ = 0.845.

0.8 1

0.7 1

0.6 1

0.5 1

Fig. 6. The breakdown of the invariant closed curve for system (3) which exists for ¢ = 0.6.

The strange attractor is produced by the breaking of the invariant circles which results in the appearance of the
sixteen chaotic regions which change as they are linked to a single chaotic attractor, as shown clearly in Figs. 8 and 9.
In addition, in system (3) full developed chaos occurs when ¢ = 0.22, Fig. 11.

In Fig. 12 the bifurcation diagram for system (3) is plotted as a function of the control parameter ¢ for 0.22 < ¢ < 1.
From this figure it is clear that the fixed point is stable for ¢ > 0.85483871, and loses its stability at a Hopf bifurcation
parameter value ¢ = 0.85483871. As ¢ decreases the behavior of this model becomes very complicated, including
many chaotic bands, the Hopf bifurcation, tangent bifurcations and crises. The bifurcation diagram for system (3)
versus the control parameter a is drawn in Fig. 13, while other parameters are kept fixed as follows b = 3,d = 3.5
and ¢ = 0.4. The nature of this stable coexistence of the fixed changes as a Hopf bifurcation takes place at a =~ 3,
initiating the rise of complicated dynamics which are not easy to be characterized in the case is illustrated in Fig. 13.

Figs. 14 and 15 represent the dominant Lyapunov exponent with respect to ¢ and a, respectively. The maximal
Lyapunov exponent corresponding to Fig. 12 are given in Fig. 14, which shows the complete inverse a Hopf bifurcation
exist at ¢ = 0.85483871 and the existences of chaotic regions as parameter ¢ decreases. Also, the maximal Lyapunov
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Fig. 7. The existence of multiple invariant closed curves for system (3) which exists for ¢ = 0.54.
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Fig. 8. The existence of multiple invariant closed curves for system (3) which exists for ¢ = 0.53.

exponent corresponding to Fig. 13 are computed and plotted in Fig. 15 in which we can easily see that the maximal
Lyapunov exponents have negative values for ae (1, 3), that is, to say that the stable region is bigger than the chaotic
one (3, 4.1). In general, when the maximal Lyapunov exponent is positive, this can be considered as an evidence for
chaos.

4.1. Sensitive dependence on initial conditions

To demonstrate the sensitivity to initial conditions of the model (3), two orbits with initial points (x,, yo) and
(x, +0.0001, yo) are computed, respectively, and are represented in Fig. 16. At the beginning, the two time series are
overlapped and are indistinguishable; but after a number of iterations, the difference between them builds up rapidly.
Fig. 16 shows a sensitive dependence on initial conditions for x-coordinate of the two orbits for the model (3), which
is plotted against the time with the parameters values (a, b, d, ¢) = (4.1, 3, 3.5, 0.4). The difference between the two
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Fig. 9. Chaotic attractor for system (3) which exists for ¢ = 0.52.
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Fig. 10. Chaotic attractor for system (3) which exists for ¢ = 0.4.

x-coordinates is 0.001, while the other coordinate is kept to have the same value. For this case the two orbits with
initial points (0.2, 0.1) and (0.201, 0.1) are computed respectively and plotted in Fig. 16 as a function of time.

Also, sensitive dependence on initial conditions, y-coordinates of the two orbits, for model (3), are plotted against
the time with the parameter constellation (a, b, d,e) = (4.1, 3,3.5,0.4); in Fig. 17. The y-coordinate of initial
conditions differ by 0.001, while the other coordinate is kept at the same value. In Figs. 16 and 17, it is shown that the
time series of the system (3) sensitively depends on the initial conditions, i.e. complex dynamic behavior occur in this
model.

4.2. Fractal dimension of the map (3)

Strange attractors are typically characterized by fractal dimensions. We examine the important characteristics
of neighboring chaotic orbits to see how rapidly they separate each other. This separation is quantified by using
the concept of Lyapunov exponents [16]. These exponents represent a dynamic measure of chaos that average the
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Fig. 11. Full developed chaos for system (3) which exists for ¢ = 0.22.
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Fig. 12. Bifurcation diagram for system (3) versus €.

separation of the orbits of nearby initial conditions as system moves forward in time. The Lyapunov dimension
[17,18] is defined by using Lyapunov exponents as follows:

i=j
2 A

i=1

[4;]°

dp =j+

with Ay, Az, ... ., A,, where j is the largest integer such that Zz{ A; > 0and Zi{“ A; <O.
Our model is a two-dimensional map which has the Lyapunov dimension in the form

A
di =141 A >0> /.
[As]

By the definition of the Lyapunov exponents and with help of the computer simulation one can calculate the Lyapunov
dimension of the strange attractor of system (3). Each one of the chaotic attractors plotted in Figs. 9 and 10 has positive
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Fig. 13. Bifurcation diagram for system (3) versus a.

0.30
0.20 —
0.10 —
] Lyp
0.00 \
-0.10 . ‘ . : . : .
0.20 0.40 £ 0.60 0.80 1.00

Fig. 14. Maximal Lyapunov exponent versus ¢ corresponding to Fig. 12.

Lyapunov exponent. Two Lyapunov exponents are estimated and are found to be 4; ~ 0.0160 and A, =~ —0.2061 for
e =0.52 and A} ~ 0.10601 and A =~ —0.2071 for ¢ = 0.4. The above results show that the present model (3) has a
fractal dimension in the following form

0.0160

dp ~ 1+ =1.0776, fore =0.52 and
0.2061 (11
0.10601

dr ~ 1+ = 1.5119, fore=0.4.

0.2071

From the strange attractors presented in Figs. 9 and 10 and corresponding fractal dimension which was calculated in
Eq. (11), one can deduce that, the discrete prey—predator model with Holling type II is of a very complicated behavior.
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Fig. 15. Maximal Lyapunov exponent versus a corresponding to Fig. 13.
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Fig. 16. Sensitive dependence on initial conditions of the model, x-coordinates of the two orbits, plotted against time; the x-coordinates of initial
conditions differ by 0.001, and the other coordinate kept equal.

5. Conclusions

In this paper, chaotic dynamics and bifurcation of a nonlinear discrete-time prey—predator model with second
Holling type have been investigated. The stability of fixed points and bifurcations are investigated. Basic properties
of the model have been analyzed by means of phase portrait, bifurcation diagrams, Lyapunov exponents and sensitive
dependence on initial conditions. Under certain parametric conditions, the interior fixed point enters a Hopf bifurcation
phenomenon. The suggested model has more rich features and more complicated dynamics than that exist in the
continuous case. Nevertheless, identifying complicated, possibly chaotic dynamics in population data has remained a
major challenge in ecological studies [19]. This could be very useful for the biologists who work with discrete-time
prey—predator models.
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Fig. 17. Sensitive dependence on initial conditions of the model, y-coordinates of the two orbits, plotted against time; the y-coordinates of initial
conditions differ by 0.001, and the other coordinate kept equal.
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