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Chapter

Deposition

We now come to the heart of the thin-film process sequence. Deposi-
tion may be considered as six sequential substeps, and we will exam-
ine these one by one in this chapter. The arriving atoms and molecules
must first (1) adsorb on the surface, after which they often (2) diffuse
some distance before becoming incorporated into the film. Incorpora-
tion involves (3) reaction of the adsorbed species with each other and
the surface to form the bonds of the film material. The (4) initial
aggregation of the film material is called nucleation. As the film grows
thicker, it (5) develops a structure, or morphology, which includes both
topography (roughness) and crystallography. A film’s crystallography
may range from amorphous to polycrystalline to single-crystal. The
last is obtained by epitaxy—that is, by replicating the crystalline
order of a single-crystal substrate. Epitaxy has special techniques and
features which are dealt with separately in Chap. 6. Finally, (6) diffu-
sional interactions occur within the bulk of the film and with the sub-
strate. These interactions are similar to those of post-deposition
annealing, since they occur beneath the surface on which deposition is
continuing to occur. Sometimes, after deposition, further heat treat-
ment of a film is carried out to modify its properties. For example,
composition can be modified by annealing in a vapor, and crystal
growth can be achieved by long annealing or by briefly melting. These
l}:gzilzg-deposition techniques will be mentioned only in passing in this

In the latter part of the chapter, we will examine three key practical
aspects of deposition: the development of mechanical stress, adhesion
of the film to the substrate, and substrate T control. The issue of com-
position control during deposition will be reserved for Chap. 6, since it
is more easily studied under epitaxial growth conditions.
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For the present, we will consider that only thermal energy is being
supplied to the surface except where energy enhancement is specifi-
cally noted. Adding energy to the deposition process by nonthermal
means is an important process technique which can activate deposi-
tion reactions and alter film structure. It was introduced in Sec. 4.5.4
and will be treated extensively in Chaps. 8 and 9.

5.1 Adsorption

Consider a molecule approaching a surface from the vapor phase, as
shown in Fig. 5.1. Upon arriving within a few atomic distances of the
surface, it will begin to feel an attraction due to interaction with the
surface molecules. This happens even with symmetrical molecules and
with inert gases, neither of which have dipole moments. It happens
because even these molecules and atoms act as oscillating dipoles, and
this behavior creates the induced-dipole interaction known as the van
der Waals force or London dispersion force. Polar molecules, having
permanent dipoles, are attracted more strongly. The approaching mol-
ecule is being attracted into a potential well like the one that was
illustrated in Fig. 4.2 for condensation. Condensation is just a special
case of adsorption in which the substrate composition is the same as
that of the adsorbant. This is sometimes the case in thin-film deposi-
tion and sometimes not. In either case, the molecule accelerates down
the curve of the potential well until it passes the bottom and is
repelled by the steeply rising portion, which is caused by mutual
_repulsion of the nuclei (more on this in Sec. 8.5.2.2). If enough of the
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Figure 5.1 Adsorption processes and quantities. o, is used only for condensation
(adsorption of a material onto itself). A vertical connecting bar denotes a chemical
bond.
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molecule’s perpendicular component of momentum is dissipated into
the surface during this interaction, the molecule will not be able to
escape the potential well after being repelled, though it will still be
able to migrate along the surface. This molecule is trapped in a
weakly-adsorbed state known as physical adsorption or physisorption.
The fraction of approaching molecules so adsorbed is called the trap-
ping probability, §, and the fraction escaping (reflecting) is (1 - §) as
shown in Fig. 5.1. The quantity § is different from the thermal accom-
modation coefficient, y, which was defined by Eq. (2.33). In general, a
molecule is at least partially accommodated thermaily to the surface
temperature, T, even when it is reflected without having been trapped.

The physisorbed molecule is mobile on the surface except at cryo-
genic T, so it is shown hopping (diffusing) between suiface atomic sites
on Fig. 5.1. It may desorb after a while by gaining =nough energy in
the tail of the thermal energy distribution, or it may undergo a further
interaction consisting of the formation of chemical 1 »nds with the sur-
face atoms; that is, chemisorption. If both adsorption states exist, the
physisorbed state is called the precursor state. Chemisorption in-
volves the sharing of electrons in new moleculai e+hitals and is much
stronger than physisorption, which involves o'y ‘ipole interactions.
These two types of adsorption can be distinguishe. in almost all va-
por-surface combinations, so they constitute a valuable model with
which to analyze any surface process. This model has long been ap-
plied to heterogeneous catalysis, thin-film deposition, and condensa-
tion of molecular vapors. Recent theory indicates that even the
condensation of a monatomic vapor such as Al can involve both ad-
sorption states, the precursor state in that case being an Al-Al dimer
whose bonding to the bulk Al is inhibited by the existence of the dimer
bond [1]. In such a case, and in the case of condensing molecular va-
pors such as Asy, the vapor would not be considered actually con-
densed until it had become fully incorporated into the solid phase by
chemisorption. Thus, the condensation coefficient, o, defined by Eq.
(4.18) is that fraction of the arriving vapor that becomes not only
trapped but also chemisorbed, as indicated in Fig. 5.1. However, the
term a, is not used in the case of chemisorption on a foreign substrate.
Then, we speak of the chemisorption reaction probability, £, which will
be derived later. The precursor model may also be applied to cases
where both of the adsorption states involve chemical bonding, but
where the bonding in one state is weaker than in the other.

Since some of the physisorbed species eventually escape back into
the vapor phase, a third term, called the sticking coefficient, S, is
used to denote that fraction of the arriving vapor that remains ad-
sorbed for the duration of the experiment. Since this duration is arbi-
trary, S, has less of a fundamental meaning than 8§ and «,, which are
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determined solely by chemistry and energy. Nevertheless, S, is very
useful in thin-film deposition, since it is equal to the fraction of arriv-
ing vapor which becomes incorporated into the film. That is, this frac-
tion becomes adsorbed and then buried before it can desorb. Note that
in the limiting case of vapor-solid equilibrium, S,—0 whereas o, > 0.
One more fraction, which is useful in CVD practice, is the utilization
fraction, 1, of a chemical vapor. Chemical-vapor molecules diffuse
around in the deposition chamber and can hit the film surface many
times before finally being swept downstream in the flow, as we will see
in Chap. 7 and as shown in Fig. 5.1. Thus, n| can approach unity even
when S, is very low.

There are many examples of precursor adsorption in thin-film tech-
nology. The precursor phase exists any time there is both a weak and a
strong bonding state of the adsorbing vapor with the substrate or film
surface. Here are some examples:

1. In most CVD reactions, the feed vapors adsorb as molecules and
then undergo the reactions which break their molecular bonds
and form new bonds to the film surface; thus,

SiHy(g) —---— SiH,(a) - Si(c) + 2Hy(g)

where (g), (a), and (c) denote the gas, adsorbed, and condensed
phases, and where (---) denotes a series of intermediate reaction
steps.

2. In deposition of compounds from separate vapor sources of each
element, adsorbing vapor bonds much more strongly to those sur-
face sites occupied by the other element; thus,

Zn(g) + Se(a) - ZnSe(c) and Se(g) + Zn(a) — ZnSe(c)

3. Silicon that is chemically passivated by an atomic layer of H
reacts with adsorbates mainly at those few sites that are missing
an H atom. On the H-passivated sites, adsorbates remain only
physisorbed.

4. Atomically flat surfaces often bond more strongly with adsorbates
at atomic steps such as those shown at a spacing of L in Fig. 5.1.

5. Upon adsorption, atoms of low-reactivity metals often bond much
less easily to nonmetallic substrates than to those sites contain-
ing another metal atom. '

We will revisit these examples after examining the energetics of the
precursor adsorption model in more detail.

Consider a hypothetical diatomic gas-phase molecule Yo(g) adsorb-
ing and then dissociatively chemisorbing as two Y atoms. Figure 5.2
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Figure 5.2 Energetics of the precursor adsorption model. Energy scale is typical
only.

shows a diagram of the potential energy versus molecular distance, z,
from the surface. This is similar to Fig. 4.2 for condensation except
that we have changed from the molecular (ep) to the molar (E;) quanti-
ties of potential energy which are more conventional in chemistry. The
energy scales shown represent typical bond strengths. Three curves
are shown: two alternate ones for the precursor state (e and b), and
one for the chemisorbed state (c). By convention, the zero of E, is set
at the E;, of the element Y in its thermodynamic standard state, which
we specify for this element to be the diatomic molecule in the gas
phase. In fact, all gaseous elements except the inert gases have di-
atomic standard states. Note that lifting atomic Y out of its potential
well along curve c results in a much higher E, in the gas phase, which
corresponds roughly to the heat of formation, AH, of 2Y(g) from Yo(g).
[AfH usually can be found in thermodynamic tables (Refs. 1-3, Chap.
4).] The result of this high E, for Y(g) is that curves a and ¢ intersect
at positive E,, meaning that there is an activation energy, E,, to be
overcome for Yj(g) to become dissociatively chemisorbed. For the
deeper precursor well, b, chemisorption is not “activated,” though
there still is a barrier, as shown. The level of E,, or E,;, and hence of
E,, is determined by the degree to which the bonds within both the
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precursor and the surface must be strained from their relaxed condi-
tion before new bonds can be formed between the precursor and the
surface.

There are two ways in which vapor can arrive at the surface having
an E;, > 0. Gaseous molecules have their E, raised by becoming disso-
ciated. Solids and liquids have it raised by evaporating, as discussed
in Sec. 4.1. If the E_ of the arriving vapor is high enough, curve ¢ is fol-
lowed, and direct &emiaorption can occur without involving the pre-
cursor state. In the language of surface chemistry, direct reaction
between an incoming species and a surface site or adsorbate is called
the Eley-Rideal mechanism, whereas reaction among surface species
is called the Langmuir-Hinshelwood mechanism,

A principal advantage of the energy-enhanced deposition processes
is that they can provide enough energy so that the arriving molecules
can surmount the E, barrier and adsorb directly into the chemisorbed
state. In other words, the arriving molecules immediately react with
the surface to deposit the film. In sputter deposition, species arrive
having kinetic energies of around 1000 kJ/mol as well as having E;>0
by having been vaporized. In plasma-enhanced deposition, vapor mol-
ecules become dissociated in the plasma and thus arrive along curve c,
above the E, barrier. Thus, an energy-enhanced process can supply E,
to the arriving species either as kinetic energy of accelerated mole-
cules or as potential energy of dissociated ones.

Conversely, in thermally controlled deposition processes such as
evaporation and CVD, the vapor often adsorbs first into the precursor
state; that is, it falls to the bottom of the well on curve a or b. Thence,
it may either chemisorb by overcoming the barrier Er(4,5) shown in
Fig. 5.2, or it may desorb by overcoming the heat of physisorption,
which is roughly Eg(a,5)- The competition between these two reactions
results in a net rate of chemisorption whose behavior we would like to
describe, since it is the basic film-forming reaction. We start with the
conventional expression for the rate of a first-order chemical reaction,
first-order meaning that rate is proportional to the concentration of
one reactant; thus,

Rk = kkna = kknsoe (6.1)
where Ry = rate of the k*® surface reaction per unit surface area,
mc/cm?.s
ki = rate constant, s~1
ng = surface concentration of reactant, me/cm?

ng, = monolayer surface concentration, me/cm?2
© = fractional surface coverage by reactant
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i i its; tions
Rate and concentration here are in surface'umts, for \folume reaac
such as in CVD vapor phases, they would instead be in mc¢/cm®-s and
mec/em?, respectively (Sec. 7.3.2). The rate constant‘ follows the Arrhe-
nius equation, which we will derive in the next section:

-E,/RT
= 5.2

where v, = frequency factor or pre-exponential factor
Ey = reaction activation energy, kJ/mol

We now make the simplifying assumptions that ng is constant over
time (steady state) and that the chemisorptiop reactlor} only.occurs in
the forward direction. In film deposition practice, chemlfsorptlpn rever-
sal occurs only when surface T is so high that the film is beginning to
decompose. We may now write a mass balance [Eq. (3.1)] for the phys-

isorbed precursor:
Ji8(1-0) =R, + Ry = (k; + kg)ng,© (5.3)

where J; = molecular impingement flux, me/em?-s [Eq. (2.18)]
R, = reaction (chemisorption) rate

R4 = desorption rate
ng = surface concentration of the precursor

Here, we have also made the reasonable assumption that adsorption
does not occur on the area already occupied by adsorbate (©). Rear-
ranging this expression, we have

Ji5/nso
e =
Jiﬁ/nso + l':r + kd

(5.4)

and substituting into the chemisorption rate expression [Eq. (5.1)],

J.8k
R.=kn S

= (5.5)
F r “8 Ji&?/nm+kr-i-kd

With this, we may now define the sticking coefficient in film deposition
more precisely as

S. = R/J; (5.6)
Note that S, depends on both J; and the rate constants; this depen-

dency has consequences for CVD film conformality over topography, as
will be discussed further in Sec. 7.3.3.
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In the case of small J; and thus small ©, Eq. (5.5) simplifi e
berg, 1991) to ; q simplifies (Wein:

= Jla = d,; 5
S £ T X i 1+Vod e‘(Er'Ed)/RT.

= Jig (5.7)

or

This equation defines {, the chemisorption reaction probability—the
fraction of that vapor impinging on bare (1 - ©) sites that becomes
chemisorbed rather than being reflected or desorbed. For © << 1,S.=
& but for larger ©, S, < {. It is important not to confuse these t\cwro
f,erms. For the special case of film deposition from a single vapor hav-
ing the same composition as the film, { = o,, the condensation coeffi-
cient. For the more complicated case of compound-film deposition from
multicomponent vapors, the assumption of first-order kinetics on
which Egs. (5.5) and (5.7) depend is not always valid, because more
;h:;ll:'; one reactant is involved. This case will be discussed more in Sec.
The quantity R, governs the rate of film deposition when k, is the
same from site to site along the surface and when T, is not so high
that decomposition or re-evaporation of the film is occurring. By
Eq. (5.7), R, is going to increase as the exponential energy term,
(E; — Eq), decreases. If this term is positive, there is an activation en-
ergy, E,, for chemisorption, as shown for curve a in Fig. 5.2, where E,
= E;m ~Egq > 0. If E, is high enough, the film will fail to deposit unless
Ts is raised to make the exponential term smaller. On the other hand,
when chemisorption is not activated (E, < E4) as on curve b, R, de-
creases with increasing Ty. Thus, R, can go either way with T, depend-
ing on the energetics at the surface. The activated case is very
common in CVD. For example, Si deposits from silane gas (SiHy) at el-
evated T but not at room T. Of course, if T, becomes too high, the evap-
oraifion flux of the Si itself [J, from Eq. (4.17)] will exceed R,, and Si
again stops depositing. The net deposition flux of Si is thus given by

Jr=R,-Jd, (5.8)

For this case, there is a Ty window between reaction activation and re-
evaporation, within which deposition can be achieved. The opposite
case of R, increasing with decreasing Ty is more difficult to identify,
because other factors can cause J, to increase with decreasing T, even
after J, vanishes, such as increasing nucleation.
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Nucleation is a complication that must often be added to the above
model, which assumed identical kinetics for all surface sites. We will
examine the nucleation process in more detail in Sec. 5.3, but it needs
some introduction now. When nucleation is important, J. > 0 in Eq.
(5.8) only on certain active substrate-surface sites called nucleation
sites or on nuclei of film material which have spontaneously accumu-
lated. There are many ways in which nucleation sites may arise. In
deposition examples (3) and (5) mentioned earlier in this section, R,
was higher at unpassivated Si surface atoms and at metal sites, re-
spectively, because of a lower E, there. In example (2) on the deposition
of compounds from separate vapors, chemisorption only occurred at
sites containing the other element, and in the atomically-flat-surface
example (4), it only occurred at atomic steps. In examples such as (2)
through (4), exploiting the nucleation phenomenon can result in films
which have less roughness and defects, as we will see on many occa-
sions later on. Note that the precursor bonds more readily to the sur-
face than to itself in all three of these latter examples.

In other cases, where the precursor bonds more readily to itself
than to the surface, nucleation limitations result in undesirably non-
uniform deposition. One such case is example (5) for deposition of
metals on a nonmetallic substrate, particularly weakly reacting met-
als such as Zn and Cd on glass or on an ionically bonded substrate
such as NaCl or CaFy. The activation energies (E,) for chemical bond-
ing of Zn and Cd to these substrates are very high because of the high
bond strength between the elements making up the substrate. Conse-
quently, the metals remain in the physisorbed state, from which they
easily desorb, unless they encounter other adsorbed metal atoms with
which to bond and form a nucleus. When the nucleus becomes large
enough to behave like bulk metal, it will not evaporate as long as Ty is
low enough so that J, for the bulk metal is negligible in Eq. (5.8).
Thus, at T, well below where bulk Zn and Cd evaporation becomes
significant, such as room T, one still obtains a most undesirable
“splotchy” deposit on such substrates, consisting of islands of metal
separated by areas devoid of deposition where nuclei have not yet had
a chance to form. These bare areas represent a situation where
R, << J;6 in Eq. (5.7).

Note that we have now seen two opposite examples for Zn vapor: Zn
adsorbing onto a Se-covered surface, in which the bonding to the sur-
face is much stronger than that of Zn to itself; and Zn on glass, in
which the bonding is much weaker than that of Zn to itself. It is im-
portant to keep in mind that the re-evaporation rate of any species ad-
sorbing onto a foreign surface will usually be vastly different from the
evaporation rate of that species in its pure bulk form, because the rate
is dominated by the degree of interaction with the foreign surface.
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Faster adsorption onto a foreign surface is ex
epitaxy (Sec. 6.5.5), and slower adsor
deposition (Sec. 7.3.3).

Another dramatic example of nucleation-induced nonuniformity is
diamond-film CVD, which is carried out using carbon-containing pre-
cursors such as methane (CH,). Figure 5.3 shows diamond nuclei
growing on the edges of etch pits in a Si substrate. The deposition rate
on the diamond nuclei is high, and elsewhere it is zero. It is not clear
why diamond nucleation occurs only at these particular sites, and this
is a subject of intense current research. In many other cases, energy-
enhanced techniques can activate bonding between adsorbing species
and substrates; this enhances both nucleation and film adhesion to
the substrate. Thus, sputter-deposited films often have better adhe-
sion than those deposited from thermal evaporation sources.

The existence of certain sites which are more active for adsorption
than the rest of the surface is common in thin-film processes. In such
cases, access of the precursor to these favored sites can dominate the
deposition kinetics. Access sometimes occurs mainly from the vapor

ploited in atomic-layer
ption is exploited in selective

Figure 5.3 SEM photograph of two diamond nuclei growing on a patterned sin-
gle-crystal Si substrate. The CVD of diamond from 1% CHy in Hj at 4000 Pa
was activated by a =2000° C Ta filament positioned 8 mm above the
900-1000° C substrate. (Previously unpublished photo courtesy of Paul A, Den-
nig from the laboratory of David A. Stevenson, Stanford University.)

t

5.2 Surface Diffusion 129

phase (Eley-Rideal mechanism), but oﬁ;er} surface diffusion (Lgmg-
muir-Hinshelwood mechanism) is the dominant route. Su_rface diffu-
sion and nucleation will be addressed in the r}e:‘ﬁf two sections. These
two complicating factors along with the possﬂyhty of norx-ﬁr_st-order
CVD reactions make the kinetic analysis‘of thin-film deposition very
difficult, and consequently, such analysis has not often been per-
formed. Nevertheless, simple models such as the one prese_anted ab?:f(:
for adsorption can provide a useful framework w1th1T1 which to t;uh
about deposition processes, provided that one remains aware of the
limitations of the models being employed.

5.2 Surface Diffusion

Surface diffusion is one of the most important' determinants of film
structure because it allows the adsorbing species to find each other,
find the most active sites, or find epitaxial '31tes. Various methods halve
been applied to measuring surface diffusion rates qf adsorbed mole-
cules, but most of this work has been done on chen_ucal systems‘rfe e-
vant to heterogeneous catalysis rather than to th;n-ﬁlm depomtwn(i
The role of surface diffusion in thin films has mainly been inferre
from observations of film structure. Howev_er, the recent advent (?f the
scanning tunneling microscope (STM) gives us the gxtraordlmax;y
power to directly observe individual atoms on surfaces in relatug?rﬁ
the entire array of available atomic surface sites (Lagally, 1993). .
observation of the diffusion of these atoms should ultimately provide a
ta relevant to thin-film deposition. G 4]

we\;]:}:v?lfld;evelop here an expression for the ratelof surface dlﬁhswt:;
using absolute-reaction-rate theory. Alth.oug}} this apI_)roa_ch canr}g
provide a quantitative estimate of the dlfﬁ.:.lSlOl‘l r_ate, it wﬂ_l prov15 ;
valuable insight into what factors determm.e tl:llS rate. .Flg'ure .
showed that adsorbed atoms or molecules remde-l in potential wglls on
the surface, but it did not consider the variation in wel} depth “fﬁ.h po-
sition, x, along the surface. Figure 5.4a shows that t}us depth_ls pEE-
odic, or corrugated, with a potential-energy bams_ar of height Eg
between surface sites. The top of the barrier is considered to be 1_;he
“transition state” between surface sites, in the language of ‘reactu:in
rate theory. Figure 5.4b illustrates a typical adsorbate situation 1ee§ -
ing to this corrugation. It is a hexagonally close-packed _surface lattice
on which the adsorption sites are the centers of the tnalng’l,es of sur-
face atoms, and the transition state is the “saddle p'omt_ betwr_een
them. Other bonding situations can lead to the adsorption sites be:r}fg
other points, such as the centers of the surface atoms. The surfacg dif-
fusion process requires partly breaking the bond(s) between the a sir-
bate and the surface site so that the adsorbate may move to the
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is in surface units, which are per linear cm of crosswise distance, y, in-
stead of the previously encountered volume flux units, which are per
em? of cross-sectional area. If the distance between sites is a, then the
rate of barrier crossing by transition-state molecules, per unit area of

surface, is
R, = J/a (mc/cm?s) (5.9)

Considering the adsorbate to be a two-dimensional gas at thermal
equilibrium, the Maxwell-Boltzmann distribution applies to these
translating molecules. Thus, we may use Eq. (2.7) for the flux of mole-
cules impinging on the barrier and Eq. (2.3) for the mean speed. Here,
for simplicity, we ignore the small changes in the numerical propor-
tionality factors that arise in going from a three-dimensional to a two-
dimensional situation. (It turns out that these factors cancel each
other, anyway.) Inserting these equations into Eq. (5.9), we have

t t
ey N I L n, (kgT
R, = 3m8/e = 3'\/7a = 3 A3uM S0

where n'(mc/em?) denotes the surface concentration of adsorbate
residing in the transition state. Now we must find the relation
between n;f and n,, the latter being the concentration of molecules in
adsorption sites. At thermal equilibrium, statistical mechanics says
that the concentration of molecules in a given state is proportional to
the total number of ways of distributing the available thermal energy
around a large system of molecules in that state. For each type of
kinetic energy contributing to the thermal energy, the number of
ways, Z, is equal to the sum over all of the quantized energy levels, €.,
of the following products: the Boltzmann factor for each energy leve
times the number of ways of distributing energy at that level (the
degeneracy of the level, gj). Thus,

Z = Zgje
i

This type of summing was done for translational kinetic energy in the
discussion of the Maxwell-Boltzmann distribution function (Sec. 2.2).
The quantity Z is called the “partition function,” and the product of
the Z quantities for all the types of energy involved in a given state
will be proportional to the concentration of molecules in that state;
thus, for any two states,

~g./ kT
“"s (5.11)
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t totot
n, 22,72, -E/RT

=777 © (5.12)

8 i A 7

where 1, v, and t denote the rotational, vibrational, and translational
kinetic energies, each of which has various directional components.
The final Boltzmann factor in Eq. (5.12) accounts for the potential
energy difference between the adsorption-site state (ng) and the tran-
sition state (n: ), as shown in Fig. 5.4a. We neglect electronic excita-
tion (Z), which occurs only at extremely high T.

We now need to evaluate the Z ratio in order to know n!. Because
the molecule’s rotational modes are eliminated or at least “?rust;rated”
in their free motion by the adsorption, we may write Z = Z. = 1. For

vibrational energy, the partition function derived ﬁ‘omrquantum me-

chanics for a harmonic oscillator is

1
Z"k = | ~hv, /k,T (5.13)
-0

where h = Planck’s constant = 6.63 x 10-34 Js
Vk = frequency of the k' vibrational mode

[Often, Z is written with the oscillator’s “residual” or “zero-point”
energy factor, exp(~hv/2kgT), included in the numerator, but here
this is accounted for in the potential energy factor of Eq. (5.12.)] Opti-
cal absorption-hand wavelengths for the vibrations of adsorbate bonds
are in the infrared. For a typical value of A = 30 pm or 1/A (wavenum-
bers) = 333 cm'l, we have v = c/A = 1013 s‘l, which means that at
typical film deposition T, hvi/kgT > 1, and Z, is near unity. In other
words, the vibrational modes are mostly in their ground states,
because the excited states are Just beginning to be accessible at ordi-
nary T.

In all reactions, the one component of vibration that is aligned with
the reaction coordinate (x, here) is transformed into a translational
component crossing the barrier. The loss of this transformed vibra-
tional component from Z', in the numerator of Eq. (5.12) makes no
difference in our calculation, since it is near unity anyway. Conversely,
the newly created Z'; will increase the value of the numerator, since
translational-energy quantum levels are much more closely spaced

and therefore much more accessible at ordinary T. The translational-
energy partition function is

z‘ttx S

(5.14)

HankBT
h
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Note here that the value of ZT“ is proportiona% to the linear dimﬁn;
sion a. If the x component is the only translational component tha
increa:aes in moving to the transition state, then Eq. (5.12) becomes

-E /RT
nfs = nazttxe : (6.16)

Upon inserting these two equations into Eq. (5.10), we have, finally

-E_/RT
R _=n [lﬁ)e—Ea/RT =nyv.e  =nk 919
Ny iR

h 8 ' 08 g 8

which is the main result of absolute-reaction-rate theory. N(Xsr ;hat. :11;
the second equality we have arjc'ived1 at the Eq._ (5.2) . en}; .
expression for the rate constant, kg (s7), .of a chen?lcal reac 1013. o
this particular reaction, the pre-exponential factor is kgT/h, whic b
2)(101;3 s~ at 960 K, for example. The rate constant here re“[}):"essejlto
the frequency with which an individual adsorbate molecule “hop
j site. . :
mﬁ?ifge important result gives us some insight into t;le mealxix::ﬁ
of vos. In particular, note that v, is not the frequency o alrj.y :i'Lon e
tional component, v, of the adsorbate, although such an imp :ﬁa o
often made in the literature. That would be the case only in the eal .
that kgT >> hvy in Eq. (5.13), in which case Z,,- would become iq}; .
kgT/hvy. Then, since there is one more wbra!;mnal r:on'nptmelr:1 i :
adsorbed state than in the transition state, this kpT/hvy wou : ﬁn ;1812
in the denominator of Eq. (5.12), cancelling kgT/h and leaving ; p g
exponential factor equal to vi.. However, at any reasonable T vi;(}el : Eo
have kgT >> hvy, as pointed out after Eq. (5.13). Note alsq dau c;
(5.16) assumed that the only translamma! compopentlacqu;zi p;)c_
entering the transition state was the one in th_e direction o gdre =
tion coordinate. This is a good assumption if sites 1 and 2' are flro en 11a
cal, as in Fig. 5.4a. However, if the 'ads'orbate is mo\npgj ffum
chemisorption site to a physisorption site in the.c-ourse o ; t§1ngi
there may be an increase of as much as one addltlgnal trarlls a;i u)m;f
component, which would raise v,g by as mucl}sas 10° by evalua limbe
Eq. (5.14). Thus, vos maf; vary from 10"° to 10*° and may not simply
assumed to be ~1013 s71 as is so often done. ' ‘ 1
The rate of surface diffusion also increases exponex_ltla%ly with T a;l
with decreasing Eg, as seen in Eq. (5.16). E, t}}e activation energy Sr
surface diffusion from Fig. 5.4a, is always considerably llower than ::1 e
desorption activation energy, which is E. or Eg, dt_ependmg on whe_t Tr
the species in question is chemisorbed or physxsm.'bed, resp:;(:}rily
(see Fig. 5.2). E; is lower because the bonds are being only partially
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broken in diffusion, whereas they are completely broken in re-evapo-
ration. Therefore, at film deposition T approaching the onset of re-
evaporation, where exp(-Ey/RT) is becoming significant, one expects a
high rate of surface diffusion. This is one of the principal ways in
which substrate T affects film structure, as we will see in Sec. 5.4. The
ratio EJ/E, is sometimes known as the “corrugation ratio,” and it is
lower for metals than for semiconductors because of the absence of
bond directionality in metals.

We must now relate the molecular hopping rate, kg, from Eq. (5.16)
to the distance which an adsorbate molecule travels during film depo-
sition. This is an adaptation of the classic random-walk problem.
Since each hop is equally likely to be forward or backward in any
given direction on the surface, there is no net motion in any one direc-
tion. However, as time passes, the molecule is more likely to be found
further from its starting point. This is equivalent to saying that if one
carries out a large number of trials of starting a molecule diffusing
from a single point at t = 0, then with increasing t the final locations of
these molecules become more widely dispersed from the starting
point. In fact, for t corresponding to a large number of hops N, (N, =
kgt >> 1), the molecules will be dispersed in a Gaussian (normal) dis-
tribution whose median is at the starting point. The width of a Gauss-
ian distribution is characterized by its standard deviation, o, which is
the root-mean-square (rms) deviation from the median and is also the
half-width of the bell-shaped curve at its inflection point. For the dif-
fusing molecule, if r is the per-hop rms change in distance from the
starting point, then it turns out that ¢ = r . For diffusion on a
given two-dimensional surface lattice, r is relate& to the hop distance,
a, by a geometric factor, B, which depends upon the angles between the
possible hopping directions on the lattice, but for present purposes we
will assume B = 1. If we now consider ¢ as a measure of the diffusion
length, A, of the molecule in time t, we can write

A=r /N, =Ba,/N ~a,N, =afkt

To get a feeling for the magnitudes involved here, assume that
Eq. (5.16) holds and that the substrate T is 960 K, so that v, = kgT/h
= 2x1013 571, If the molecule is physisorbed and thus has a relatively
low E; of, say, 20 kJ/mol, then k, = 1.6x10'2 51, For a typical a value of
0.3 nm and a t of 15, A = 380 um, which is very large compared to the
typical dimensions of thin-film topography. Conversely, for a chemi-
sorbed molecule having an E; of, say, 200 kJ/mol, kg = 2.6x10% 571, and
A = 4.8 nm, which is only tens of atomic diameters, Clearly, A varies
enormously with bonding conditions at the surface.

(5.17)

r
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We have arbitrarily chosent =1s inl 'r:he above exapple, bui;'.1 f;w w1bl;
vary considerably with deposition condstltt;lns. 'I‘wobret:g'lmes :;:orption
i : in which t is the time between
considered separately: one in w S
i iti layer, and another in whic
d burial by the next depositing mono : : ]
:gsorbate is more likely to desorb than to be buried. For the burial

case,
(5.18)

n
t ==
Jr

where n, = adsorption sites/cm?
J, = deposition flux, mc/cm?s

Inserting this and the expression for kg [Eq. (5.16)] into Eq. (5.17), we
have

(5.19)

That is, A increases exponentially withE'i}éI‘émis bf:amh:fgj:r; :taos;‘
ight line with a negative slope of — on the A

]s:?\igversuns UT in Fig. 5.5. Conversely, whe'n T is high -enoughl it}';hallt

film re-evaporation is becoming significant, dl.ﬁifsmg species gre t:oi

to desorb before they become buried. Then, t is instead the adsorp

-E /2R
\\(, o'
\\ X k—(Ec—Ea)sz
b 3 /
~
Sl
\\/\

In A
increased J

Figure 5.5 Behavior of surface diffusion length, A, with sub-
strate T.
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lifetime. To simplify its estimation, we neglect the precursor state,
whose concentration is likely to be negligible at this high a T anyway,
and we consider only desorption from the chemisorbed state. In this
case,

i { EJ/RT
t = k— = — g (5.20)
C vOC
where subscript ¢ denotes the chemisorbed state as in Fig. 5.2. Insert-
ing this and the expression for kq [Eq. 5.16)] into Eq. (5.17), we have

A=a o8
voc

V.. (E,~E,)/2RT
e (5.21)

Because (E, - E,) is always positive, as pointed out earlier, the slope of
the Arrhenius plot is positive in this regime, as shown in Fig. 5.5. Note
that this leads to a maximum in A at a T just below the onset of signif-
icant film re-evaporation. We will see in Sec. 5.4 that long A leads to
films which are smoother, more homogeneous, and lower in crystallo-
graphic defects. Therefore, it is found empirically that the highest film
quality is often obtained just below the re-evaporation point.

The above derivation of surface diffusion quantities has been based
on examining the motion of individual adsorbed molecules. It is useful
now to see how these quantities relate to familiar macroscopic quanti-
ties encountered in transport theory and thermodynamics. First of all,
surface diffusion may be expressed in the form of the transport equa-
tion [Eq. (2.26)]; that is,

an i

J, =~ - (5.22)
With J; and n, in surface units of me/cm-s and me/ecm?, respectively, D
here has the same units of cm?/s as for the volume diffusion case. For
the volume case, we found in Sec. 2.8.1 that

D= %cl (5.23)

In adapting to the surface case, we again ignore the accompanying
small changes in numerical factors as we did for Eq. (5.10). The mean

free path, /, here becomes the hop distance, a; and the mean speed, c,
will be k.a. Thus,

1 “
D= ak.a (5_24)
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and
A =a fkt=2/Dt (5.25)
Now, using Eq. (5.16) for kg, we can express D in Arrhenius form:
-E_/RT -E /RT
=ly g’ * = ’ 5.26)
D=gv,a'e =D_e (

D is usually the quantity which appears in adsorbate diifusif)r} experi-
ments, while A is the quantity of interest for thin-film deposition.

The partition-function ratio of Eq. (5.12), which determines the pre-
exponential factor for surface diffusion, can be relate@ to the macro-
scopic thermodynamic concept of entropy which was dlscusse:d in Sec.
4.1. Indeed, this important relationship exists for any chgrmcfil reac-
tion, and we will now develop it for the case of surface diffusion. As-
suming thermal equilibrium as we did above, Eq. (4.9) for dG holds,
and from it we may write for our pure adsorbate that

(%)T % (g_*;)T =V_ = %T (5.27)

where the last equality also assumes the ideal-gas lalw, Eq: (2.10). A
mobile adsorbate may in fact be thought of as a two-du.nenm_olnal (2D)
gas. We have essentially postulated a 2D gas already in writing Egs.
(5.10) and (5.24) above, and we will assume here that tlu_s gas obeys a
2D ideal-gas law. The dependence of the chemical potential, W, on p at
constant T may be found by integration of Eq. (5.2?;) starting from
some standard reference state (1°, p°), where p°® = 10° Pa = 1 atm by
convention; thus,

p=pe+RT ik (5.28)

Now, for a system in equilibrium, the p values of all coml_)onents are
equal as long as a shift in equilibrium involves no change in the num-
ber of moles of material present. (Such molarity changes can occur b_y
reaction, as we will see in Sec. 7.3.1.). So, for our simple diffusion-acti-
vation reaction situation, i = u', and using Eq. (5.28) we have

t ot ) (-]
' T
m[p—] % 1{&} o ‘(“ B e (5.29)
P '

n RT
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In the first equality, we have used the ideal-gas law to switch from p
to ng units. The last equality defines the Gibbs free energy of reaction
per mole at standard pressure, A.G°. This important equation relates
the ratio of the concentrations of species in any two bonding configura-
tions to their reference-pressure chemical potentials (free energies per
mole) in those bonding configurations. The second and third equalities
apply also to adsorbates of limited mobility, which are not behaving as
2D gases, provided that ng << 1 ML as assumed previously, so that
ng =< p (more on this in Sec. 7.3.3).

Also, at equilibrium, forward rate equals reverse rate, so for this
first-order reaction [Eq. (5.1)] we have

Rg=R, or nk,=n'k_ (5.30)

where -8 deI}otes the reverse reaction from the transition state back to
lad's?rptmn site 1 in Fig. 5.4a. Rearranging this equation gives the def-
inition of the equilibrium constant:

o k, n: -A,G°/RT
= k——_—; = -n—s =g (5.31)

where we have used Eq. (5.29) to obtain the last equality. Again, this
expression is valid for any first-order reaction, not just for surface dif-
fusion. Except for the n,,*»’ns equality, the expression is valid for reac-
tions of any order.

Now, using the definition of the Gibbs free energy in Eq. (4.5), we
can write that

AG® = U° + p°A.V°® — TALS® (5.32)

The first ter_'m on the right is essentially the height of the potential-
energy barrier, E_}s. The second term is negligible for condensed-phase
reactions. Upon inserting these results into Eq. (5.31), we have

m -+

n -A8°/R  -E_/RT
= =0 e (5.33)
8
Comparing this with Eq. (5.12) shows that
tatpt
Z.Z 7
A g s i
g R ln[ VAR ]

r-v-t

(5.34)
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This result is equivalent to the expression for S presented in Eq. (4.3)
and gives further insight into the meaning of entropy. We see from this
that the pre-exponential term in the Arrhenius equation [Eq. (5.2)] is
an entropy term; that is, it increases with the degree of delocalization
or the degree of access to different quantum states in the numerator.
It is useful to think of the Arrhenius pre-exponential term from this
perspective. Note, however, that there may be other factors in the pre-
exponential term as well. For example, if Eg has some T dependence,
say Eg = E: — BT, then a multiplier of ePR will enter the pre-exponen-
tial [2].

Having now developed some ideas about the mechanisms and be-
havior of surface diffusion, we can proceed to discuss this key phenom-
enon in the context of thin-film nucleation and structure development.

5.3 Nucleation

5.3.1 Surface energy

To understand nucleation, we need to introduce the concept of surface
energy. The familiar experiment of drawing a liquid membrane out of
soapy water on a wire ring is illustrated in Fig. 5.6. The force required
to support the membrane per unit width of membrane surface is
known as the surface tension, y, expressed as N/m in SI units, or more
commonly as dynes/cm in cgs units. For a wire of circumference b, the
width of surface is 2b, since the membrane has both an inner and an
outer surface. Thus, the total force required to support the membrane
is F = 2by. As the membrane is extended upward in the x direction,
work FAx (N-m or J) is done to create the new surface, and the surface
area created is A = 2bAx, assuming for simplicity a constant mem-
brane circumference. The work is stored as surface energy (as in
stretching a spring), so the surface energy per unit area of surface is

1 ‘— circumference = 2b

Figure 5.8 Surface tension of a liquid membrane.
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FAx/A (N-m/m?) = (2by)Ax/2bAx =y (N/m or J/m2). (5.35)

Thus, surface tension (N/m) and surface energy per unit area (J/m?)
are identical, at least for liquids. For solids at T > 0 K, surface Gibbs
free energy is reduced by an entropy factor [Eq. (4.5)] which depends
on the degree of surface disorder (Williams, 1994). For solids, there is
also a quantity called surface stress, which differs from surface energy
by a surface elastic-strain term (more in Sec. 5.6.1). Liquids cannot
support such strain, because the atoms just rearrange to relax it.

Surface energy exists because the molecules of a condensed phase
are attracted to each other, which is what causes the condensation.
The creation of surface involves the removal of molecular contact from
above that surface (bond-breaking), and thus involves energy input.
Consequently, to the extent that motion within the condensed phase
can occur, such motion will proceed so as to minimize the total surface
energy, YA. In the liquid-membrane case, where vy is fixed, this means
minimizing A. Thus, when the wire is lifted far enough, the membrane
snaps taut into the plane of the ring; and when a bubble is blown, it be-
comes spherical. In the case of solids, surface energy proceeds to mini-
mize itself by surface diffusion, and this process is fundamental to the
development of structure in thin films. In thin-film growth, both A and
Y are varying. Area, A, depends on surface topography, and y depends
on many properties of the exposed surface, including chemical compo-
sition, crystallographic orientation, atomic reconstruction, and atomic-
scale roughness. In materials that have no orientation dependence of a
particular property, that property is said to be isotropic. However, in
most crystalline solids, yis not isotropic, but is anisotropic.

Examining the anisotropy of y calls for a brief digression to review
crystallographic nomenclature. Some readers may be able to skip this
paragraph, and others may need refer to a more thorough description
in a solid-state physics or crystallography text. Figure 5.7 shows a
crystal unit cell. There are fourteen variations of this cell (the fourteen
“Bravais lattices”) having varying ratios of the three sides, a, b, and ¢,
varying angles between the sides, and varying positions of atoms sup-
plementing the eight corner atoms. In the cubic lattice, the sides are of
equal length and the angles are all 90°. The face-centered cubic (fcc)
lattice shown has an additional atom in the center of each of the six
faces; this structure is also known as cubic close-packed, and it is very
common. The orientation of an atomic plane in the unit cell is de-
scribed by its Miller indices, (jkl). These are obtained by taking the re-
ciprocals of the plane’s intersection points with the x, y, and z axes,
measured in integral numbers of unit cells. Thus, the plane containing
the atoms labeled 1, 2, 3, and 4, which intersects the axes at 1, =, and
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Figure 5.7 Geometry of a face-centered cubic erystal.

e, has indices (100). Other planes with the same (100) symmetry in
this crystal are (010) and (001), and the set of them is denoted using
different brackets: that is, {001}. Similarly, the plane containing atoms
1, 2, 5, and 6, which intersects the axes at 1, 1, and e, has indices
(110), and the set of planes with this symmetry is denoted as {011}. Fi-
nally, the set of planes like the one containing atoms 1, 6, and 7 is the
{111} set. These are the three primary sets of planes in a cubic lattice.
We will see below that a crystal tends to expose surfaces having low
Miller indices, and these exposed surfaces are known as “facets.” The
use of reciprocals in the indices comes from x-ray diffraction work,
where the spacing of diffraction spots is reciprocally related to the
spacing of atomic planes (more in Sec. 6.4.2). In the hexagonally close-
packed or “hcp” lattice, @ and b of Fig. 5.7 are at 120° in the so-called
“basal” a-b plane; also, cL a-b, and ¢ #a = b. There is a third direction
in the basal plane, oriented at 120° to a and b and symmetrically
equivalent to a and b, so four indices are commonly used to describe a
plane in an hep crystal, even though the fourth index is redundant.
Thus, the basal plane is (0001). The basal plane in an hep crystal has
the same symmetry as the {111} planes in a cubic crystal, and this can
be used to advantage in the epitaxial growth of one type of crystal
upon the other. Directions with respect to the axes of a crystal are de-
noted by the x, y, and z components of their vectors, again measured in
unit cells. Thus, the x direction in Fig. 5.7 is the [100] direction, and
the set of directions having this symmetry is (001), where again the
type of bracket identifies the meaning. When the axis angles are all
90°, a direction is always perpendicular to a plane having the same in-
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dices. Negative-pointing directions or negative-facing exposed planes
of a crystal are denoted by a bar over that index, as shown for [100] in
Fig. 5.7 and for various faces later in Fig. 5.11.

Returning now to the anisotropy of y, one source is the anisotropy in
bonding directions within the lattice. For example, note in Fig. 5.7
that the atoms in the (111) plane of the fcc lattice are hexagonally
close-packed. That is, they would all have six nearest neighbors in the
plane if the lattice were extended to the neighboring unit cells. This
arrangement maximizes bonding possibilities within the plane and
consequently minimizes them perpendicular to the plane. Hence, an
exposed (111} face of an fec crystal has fewer unsatisfied bonds (“dan-
gling” bonds) sticking out of the surface than the other faces have, and
it therefore has a lower y than the other faces. In crystals having ionic
bonds, such as CaFy, or polar bonds, such as GaAs, y also tends to be
lower for faces containing equal numbers of cations (Ca, Ga) and an-
ions (F, As), since this results in charge neutrality at the surface. Con-
sequently, these are the nonpolar faces. In materials having a
“layered” structure, such as graphite and MoS,, there are no chemical
bonds between the atomic layers of the basal plane. The sliding of
these planes past each other accounts for the performance of layered
materials as dry lubricants. The low-energy facets for various crystal
structures are listed in Table 5.1. Aside from hcp, all of those listed are
cubic and are distinguished from each other only by the positions of
the atoms within the unit cell.

For most faces of crystals in general, y is actually lower than one
would predict from the dangling-bond density of the separated bulk
lattice. This is because the dangling bonds and their atoms at the sur-
face become distorted from their bulk lattice angles and positions, re-
spectively, to cross-bond with each other and thereby reduce surface
energy. The result is a “reconstructed” surface having patterns of atom
positions and surface bonds that are different from those in the bulk
and having y reduced by as much as half. Further y reduction may re-

TABLES.1 Facets of Lowest Surface Energy for Various Crystal Structures

Structure Examples Low-y facets
Body-centered cubic (bec) Cr, Fe {110}
Face-centered cubic (fec) Au, Al {111}
Hexagonal close-packed (hep) Zn, Mg {0001)
Diamond 81, Ge {111}
Zinc blende GaAs, ZnSe {110)
Fluorite MgF3, CaFy {111)
Rock salt NaCl, PbTe {100}
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sult from the adsorption of a “passivating” monolayer of an element
with which the dangling bonds react to become terminated bonds.
This is more effective than reconstruction, because less bond strain is
involved, and it can thus take the place of and prevent the reconstruc-
tion. For example, Si can be passivated by H [3] or by As [4], and GaAs
can be passivated by S [5]. By the way, reconstruction and passivation
can each generate energy barriers to adsorbing vapor becoming incor-
porated into the bulk, and this makes the precursor-adsorption model
of Sec. 5.1 applicable even to the condensation of pure materials onto
themselves. The experimental and theoretical study of surface recon-
struction is a major branch of surface science, and it will be discussed
further in Sec. 6.5.3 because it has a profound effect on epitaxy.

For deposition onto a foreign substrate, nucleation behavior is
strongly influenced by the y of the substrate. Here, we need to consider
the y both of the substrate free surface, ¥, and of the substrate-film in-
terface, ¥;, relative to that of the film free surface, y;. All three vy values
will in general depend on crystallographic orientation, passivation,
and sometimes other factors. Assume that there is enough surface dif-
fusion so that the depositing material can rearrange itself to minimize
y; that is, assume that the nucleation is not kinetically limited and can
approach equilibrium. For this, we must have A >> a [see Eq. (5.17)].
In the opposite case, A < a, every atom sticks where it lands, and the
growth behavior is “quenched.” Quenched growth develops its own
characteristic film structure which we will examine in Sec. 5.4. With
our assumption of A >> a, there are two nucleation situations on the
bare substrate, as shown in Figs. 5.8a and b. In a, the film spreads
across or “wets” the substrate because

Y+ % <Ye (5.96)

That is, total surface energy is lower for the wetted substrate than for
the bare one. This leads to smooth growth, atomic layer by layer,
which is sometimes referred to as the Frank-van der Merwe growth
mode. For this mode to occur, there must be strong enough bonding
between film and substrate to reduce ¥ to where Eq. (5.36) holds. If
there were no such bonding at all, we would have y; = ¥¢ + Ys, 80 spread-
ing the film across the substrate would always increase total surface
energy by 2y as in the case of the free-standing liquid membrane of
Fig. 5.6. Thus, with insufficient substrate bonding, Eq. (5.36) ceases to
hold, and the film does not wet the substrate but instead forms three-
dimensional (3D) islands, shown in Fig. 5.8b and sometimes referred
to as the Volmer-Weber growth mode. There is a third growth mode,
Stranski-Krastanov, shown in Fig. 5.8¢, in which the growth changes
from layer to island after a monolayer or two due to a change in the
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Figure 5.8 Film growth modes: (a) Frank-Van der
Merwe (layer), (b) Volmer-Weber (island), and
(c) Stranski-Krastanov.

energy situation with successive monolayers. This mode is associated
with epitaxy and will be discussed in Sec. 6.7. For liquids contacting
solids, the degree of wetting is most easily observed by the rise or
depression of a liquid column in a narrow tube (a capillary). Thus, film
nucleation analysis in terms of degree of wetting is known as the “cap-
illarity” model. Nucleation and the three growth modes of Fig. 5.8 are
further discussed by Venables (1984).

Three-dimensional nucleation is usually undesirable, since it leads
to rough, nonuniform films, an extreme example being the diamond
nuclei of Fig. 5.3. Often, it can be changed to 2D growth by manipulat-
ing one of the y terms in Eq. (5.36) to satisfy the inequality. For exam-
ple, y; decreases with increased film-substrate bonding. This bonding
depends on the chemical reactivity of the film and substrate and on
the similarity of the bonding within the two materials. There are three
types of chemical bonding: (1) covalent, in which valence electrons are
shared between atoms, as in Si and GaAs; (2) ionic, in which valence
electrons are completely transferred from the cation to the anion, as in
CaFy and NaCl; and (3) metallic, in which the valence electrons wan-
der through the crystal, and the metal ions exist as an array of posi-
tive charges in a sea of negative charge (the “jellium” model). In
general, interfacial bonding is stronger between materials having the
same type of bonding. Bonding will still occur across types if there is
enough chemical reactivity. For example, the chemically-active metal,
Cr, will bond to glass by breaking an O-Si bond and forming a Cr-O or
Cr-Si bond. Conversely, the noble metal, Au, cannot do this and does
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not bond well to glass. Yet Au does form a strong metallic bond to clean
(unoxidized) Cr. Thus, by the use of an intermediate “glue” layer
which bonds well to both the film and the substrate, such as Cr be-
tween Au and glass, y; can be reduced and wetting accomplished. An-
other good bonding material is Ti. Only enough bonding material is
needed to ensure a continuous layer—typically 10 nm. Alternatively,
energy-enhanced techniques, particularly ion bombardment and sput-
tering (Chaps. 8 and 9), can provide the activation energy for bonding
between film and substrate and thereby reduce ¥;. Ion bombardment
can also break up the nuclei of 3D islands, thus counteracting the
equilibrium tendency (more in Sec. 6.7.2). Energy-enhanced tech-
niques are very powerful in modifying film structure and are being
employed more and more routinely in a variety of applications.
Equation (5.36) can also be satisfied in principle by reducing Y or in-
creasing Y. The former is the familiar “surfactant” effect known in lig-
uids such as soap. However, I do not know of a case where this effect
has been used to assist wetting in thin-film deposition. There has been
a so-called surfactant effect reported in the suppression of 3D nuclei in
epitaxy (Sec. 6.7.2), but it is not the result of y; reduction. In another
approach to wetting, Y, can be increased by activating the substrate
surface through energetic irradiation. For example, polymers are
treated with plasma exposure to increase bonding to metal films. Pre-
sumably, the irradiation creates dangling bonds at the surface.

5.3.2 Three-dimensional (3D) nucleation

Despite the above techniques to encourage smooth film growth, 3D
nucleation is often a problem, so it is important to understand its
behavior to deal with it effectively. There are two ways in which 3D
nuclei can form. The more common one is when bonding initiates at
active surface sites such as atomic steps, crystal defects, or impurities.
At these nucleation sites, the activation energy for bonding is less
than elsewhere, as discussed in Sec. 5.1; or equivalently, v; is lower in
Eq. (5.36) because of the interfacial bonding which develops. The
vapor may arrive at these sites either by surface diffusion or by direct
impingement. The latter is the dominant mode when the vapor has a
very low trapping probability, 8, elsewhere on the surface or when the
desorption rate of the adsorbed precursor, Rg [Eq. (5.5)], is so high that
most of it never reaches a nucleation site. However, it is more common
for nuclei to accumulate by surface diffusion.

5.3.2.1 Classical nucleation. Even if there are no active nucleation sites
on the surface, 3D nuclei can still form at random surface locations by
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the spontaneous accumulation of mobile adsorbed atoms plus arriving
vapor into “critical” nuclei which are big enough to be stable. This is
the classic nucleation problem (Lewis, 1978). We will present below an
elementary treatment of this difficult problem, using the “capillarity”
approach, which is based on surface-energy minimization. This will
serve to give a qualitative idea of the important factors which deter-
mine nucleation behavior. Quantitative evaluation of nucleation
behavior in a particular deposition situation is more reliably done by
direct microscopic observation of the nuclei using transmission elec-
tron microscopy (TEM) or scanning tunneling microscopy (STM).

Figure 5.9 illustrates the geometry of nucleus formation. In this ex-
ample, wetting to the substrate is poor, so that the contact area, A;,
and its effect on total surface energy can be neglected. If anisotropy of
the surface energy, ¥, can also be neglected, the nucleus will be spher-
ical as shown. Vapor arrives at the surface of the nucleus directly from
the gas phase as well as by surface diffusion of adsorbed “monomers”
(single atoms or molecules). The nucleus can also lose material by
evaporation back into the gas phase or into the 2D gas of adsorbed
monomers. Recall from the Sec. 4.1 discussion of evaporation that at
vapor-liquid or vapor-solid equilibrium, the chemical potentials of the
two phases are equal [Eq. (4.8): u, = j1.] and the vapor is at its satura-
tion vapor pressure, p,. If the p of the vapor is increased above py, L,
increases in accordance with Eq. (5.28) (for ideal gas), which we ap-
plied there to the 2D gas situation. Thus,

dJ

u,-M, = RT 2 = RT 1nj‘£ (5.37)
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Figure 6.9 Geometry of condensate nucleus formation on
nonwetting substrate.
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Here, equality between the ratio of p values and the ratio of condens-
ing and evaporating molecular fluxes, J, and J,, has been obtained by
using Eqgs. (2.18), (4.17), and (4.18) and by assuming that we are close
enough to equilibrium so that o, = 0. This ratio is known as the
“supersaturation” ratio. If the ratio were <1, the system would be
called “undersaturated.” For single-component systems, as we have
here, u = Gy, the Gibbs free energy per mole. The difference in p or
G, between the two phases is the driving force for condensation. Pro-
cesses always proceed in the direction of decreasing G, which is
toward condensation in the supersaturated case.

The quantity y was not involved in the Sec. 4.1 treatment of vapor-
condensate equilibrium, because there the condensate area, A, and
therefore the total surface energy, YA, were constant. In that case, an
infinitesimal amount of supersaturation was enough to drive the con-
densation. Conversely, in the nucleation situation of Fig. 5.9, nucleus
surface area, Ay, is increasing with condensation, so there is a ypA¢ con-
tribution to the total G of the nucleus. Consequently, the G change per
nucleus (not per mole) for forming a nucleus of radius r and volume V
from the vapor becomes

3

\4 4/ 2
AG = ~(R,~ k) 57— + YeAq = —(RT mﬂ).(_‘;'.l’.‘r_+7f.4m
mc

pV mc

(5.38)

where V. is the molar volume of the condensate. The y; term is posi-
tive and causes AG to rise with increasing r at small r. The behavior of
this function is shown in Fig. 5.10 for water at two p/p, ratios. For
water, the surface tension y; = 73 dynes/cm = 0.073 J/m? at 20° C.
nuclei having r less than that at which AG goes through a maximum
will spontaneously decompose, since that is the direction of decreasing
AG. Larger nuclei are stable and will spontaneously grow. The critical
nucleus radius, r*, at which the slope of d(AG)/dr changes sign is found
by setting d(AG)/dr = 0. Operating on Eq. (5.38) in this way, we obtain

2'yf
= (5.39)
e(E)
mc p\"
and
(16/3) my.
* = L (5.40)

[(FE)(2)]
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Figure 5.10 Classical nucleation behavior of water for two values of the super-
saturation ratio (* denotes critical-cluster condition).

Here, AG* is the energy barrier to nucleation and is analogous to the
energy barrier for a chemical reaction.

The accumulation of individual adatom monomers into a nucleus
may indeed be considered as a chemical reaction. Since nuclei with
r>r* are stable and proceed to grow spontaneously, the reaction of
adatoms with such nuclei is an irreversible one and leads rapidly to
coalescence of the nuclei with each other to form a continuous film.
Conversely, for r < r*, the reaction is reversible because such nuclei
spontaneously disintegrate. We may therefore view the population of
nuclei with r < r* as being in a state of equilibrium with p, albeit a
metastable one because of the ever-expanding “sink” provided by nu-
clei having r > r*. Equation (5.31) relating reactant concentrations to
AG now applies, with one modification. There, the reaction to the ex-
cited state was first-order, whereas here the reaction to a critical nu-
cleus containing j atoms is j*® order. Thus, the equilibrium condition
becomes

W =K1 (5.41)

where p; denotes the chemical potential of the adsorbed monomers.
This leads to

n -AG. /RT ~AG*/k, T
ok (R ol e T, » (5.42)
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where n; is the surface concentration (cm™2) of nuclei containing j
monomers, and n, is the surface concentration of adsorbed monomers.
Note that here G, denotes a mole of nuclei, not a mole of atoms or
molecules, and thus we obtain the last equality, where AG* is per
nucleus and is given by Eq. (5.40). Here, AG* is equivalent to the
standard-state AG® from Eq. (5.31), because the concentration chosen
for the standard state is arbitrary and will not affect the difference of
u° terms or the ratio of n values significantly.

The concentration of critical nuclei, n*, will be determined by both
n; and AG* in Eq. (5.42). The behavior of n; depends on whether the
adatom desorption rate is appreciable. If it is, then n; will reach a
nearly steady-state fractional surface coverage given by Eq. (5.4). It
will not be precisely steady-state, because there will always be some fi-
nite rate of critical-nucleus generation, and these nuclei will ulti-
mately take over the surface. Nevertheless, before this happens, n; is
largely determined by the vapor arrival rate, J;, which is proportional
to p by the Knudsen equation [Eq. (2.18)]. Since increasing p also
raises n* by reducing AG* [Eq. (5.40)], n* becomes a very strong func-
tion of p, such that nucleation appears to initiate suddenly as p is
raised. The dependence of n* on T is more complicated. With increas-
ing T at fixed p, py increases exponentially by Eq. (4.14), but this effect
is more than cancelled by the RT factor in Eq. (5.40), so that AG* de-
creases. But meanwhile, n; is decreasing exponentially by Eq. (5.4),
and thus it is experimentally observed that n* decreases with increas-
ing T. For example, it is the difficulty of nucleating Zn and Cd on glass
before monomer desorption which accounts for the “splotchy” appear-
ance of thin deposits of these metals despite high supersaturation dur-
ing deposition, as discussed in Sec. 5.1. The situation can be remedied
by cooling the substrate to inhibit desorption.

If precursor desorption is negligible, then n; does not approach
steady state, but increases steadily with time at a constant arrival
rate (constant supersaturation) of vapor, J;. In this case, n* rises much
more rapidly than when precursor desorption is appreciable. In either
case, the rate at which n* rises determines the “coarseness” of the nu-
cleation. When the process objective is to produce a smooth, uniform
film, a large n* and small r* are preferred; that is, less coarse nucle-
ation. One way to achieve this is by using a very high vapor arrival
rate (high supersaturation), at least until the nucleation phase is over
and the film is continuous. At sufficient supersaturation, the number
of atoms in the critical nucleus approaches unity, and AG* becomes
negligible. For example, this is believed to be the situation for the clas-
sic nucleation study case of Au on NaCl, which is characterized by
poor adherence. Coarsening will still occur even with one-atom critical
nuclei, to the extent that the atoms and nuclei are mobile on the sur-
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face. Mobility allows the nuclei to migrate and coalesce with each
other, becoming larger and fewer with time. It also allows transfer of
atoms from smaller nuclei to larger ones, a process driven by the
higher y; of the former which results from the curvature effect to be
discussed in Sec. 5.4.2. These processes are analogous to the “Ostwald
ripening” process of bulk metallurgy, in which similar crystallite
(grain) growth occurs with annealing. Coarsening will continue to oc-
cur even if deposition is stopped, which is why the arrival rate needs
to remain high until the film is continuous, if smoothness is the objec-
tive. Sometimes, it is instead desired to obtain polycrystalline films
with large grain size and a correspondingly low concentration of grain
boundaries. Grain boundaries can degrade film performance by acting
as electrical-carrier traps in semiconductors or as channels for diffu-
sion through chemical-barrier layers. In such cases, coarser nucleation
may be preferable.

5.3.2.2 Kinetics vs. thermodynamics. Another approach to achieving
smooth growth is to lower the substrate T to inhibit surface diffusion
and thus “freeze out” the nucleation and coalescence processes. If the
arriving species do not have enough thermal energy to either desorb or
diffuse, they remain where they land, which leads to the quenched
growth mentioned earlier. In this case, the nucleation process is kinet-
ically inhibited by the surface-diffusion activation-energy barrier, Eg,
in Eq. (5.16). This is also the case for ion-bombardment dissipation of
3D nuclei, as mentioned at the end of Sec. 5.3.1: the nuclei do not have
time to reassemble themselves by surface diffusion before they are
buried by depositing material.

The question of whether a process is approaching equilibrium or is
instead limited by kinetics is an important one, and it arises often in
thin-film deposition. Process behavior and film properties are pro-
foundly affected by the degree to which one or the other situation dom-
inates. The answer is not always apparent in a given process, and this
often leads to confusion and to misinterpretation of observed phenom-
ena. Therefore, to elaborate briefly, the generalized mathematical rep-
resentation of this dichotomy is embodied in Eq. (5.30) describing the
rate balance of a reversible reaction and Eq. (5.31) defining its equilib-
rium constant. Approach to equilibrium requires the forward and re-
verse rates to be fast enough so that they become balanced within the
applicable time scale, which may be the time for deposition of one
monolayer, for example. Then, the concentrations of reactant and
product species are related by the difference in their free energies,
A,G°. If, on the other hand, the forward rate is so slow that the prod-
uct concentration does not have time to build up to its equilibrium
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level within this time scale, then the product concentration is deter-
mined not by A.G° but, instead, by the forward rate. This rate is gov-
erned by Egs. (5.1) and (5.2), in which E/T plays the dominant role.
So it is, that reactions can be frozen out and equilibration avoided if so
desired, by lowering the T.

The difficulty of answering the question of kinetics versus thermo-
dynamics arises from the fact that the applicable rate constants, ky,
are often unknown or not known accurately enough. The measure-
ment of k; is much more difficult than just measuring equilibrium
concentration, both because it is a dynamic measurement and because
it must be made in the absence of the reverse reaction. The problem is
perhaps most troublesome in CVD, where many reactions are in-
volved, as we will see in Sec. 7.3.

5.3.2.3 Other complications. The assumption of sufficient surface diffu-
sion for approach to equilibrium is inherent in the above treatment of
nucleation. Other simplifying assumptions have also been made, and
it is important to be aware of these in order to recognize the limita-
tions of the model. As mentioned earlier, active sites for nucleation
have deliberately not been included in order to examine spontaneous
nucleation on a homogeneous surface. Nevertheless, in almost all
practical situations, nucleation will occur predominantly at active
sites. The extent to which this mechanism increases nucleation den-
sity will depend on the activity (y;) and concentration of such sites on
the particular substrate involved, so there is no way to construct a
general model. Remaining simplifying assumptions relate to surface
energy, 7. We have neglected any reduction of total surface energy aris-
ing from reduced y; over the contact area, A;, in Fig. 5.9. Such reduc-
tion will reduce AG* rapidly through the y° factor in Eq. (5.40). The
concept of y also implies that the surface is a continuum, whereas in
fact when the nuclei become smaller than perhaps 102 atoms (radius r
= 6 atoms), the surface is more accurately treated as an array of dis-
crete atoms. Also, when r is small, y; becomes larger than it is on a
plane surface, because the atoms on a convex surface are more
exposed and less well connected to the bulk. This convexity effect is
very important to structural development, as we will see in Sec. 5.4.2.
Finally, we have ignored the crystallographic anisotropy of y; which
we will now discuss.

The shape of a nucleus will try to adjust itself to minimize total sur-
face energy; that is,

> YAy = minimum (5.43)
k
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Subscript k denotes terms corresponding to the nucleus free surface,
the interface to the substrate, and the substrate free surface. In the
case of liquid or amorphous nuclei, which have no y anisotropy, there
is only one term, YAy, for the nucleus free surface. In the more com-
mon case of crystalline nuclei, these surface terms include all of the
various exposed atomic planes or facets, and the nucleus shape-adjust-
ment process is called facetting. Consider first the case of poor wetting
(A; = 01in Fig. 5.9), so that the nucleus free-surface terms are the only
significant terms in Eq. (5.43). The “Wulff theorem” states that when
total surface energy of a crystal of constant volume is minimized per
Eq. (5.43), then it will also hold that

/T = constant (5.44)

where ry is the perpendicular distance from the center of the crystal to
the k*® facet. This situation is easier to visualize in two dimensions, so
it is illustrated in Fig. 5.11 for the case of a needle crystallite oriented
along the z axis, perpendicular to the paper. For this hypothetical
crystallite, we have specified that y on the {110} facets (y;) is 20 per-
cent higher than y on the {100} facets (y), so r; = 1.2ry as shown. The
facets of lowest vy for various crystal structures are listed in Table 5.1.
These are the preferred faces of exposure and therefore the largest
ones on an equilibrated crystallite. Facetted crystals are abundant in
Nature. Even grains of common table salt show up as perfect little
cubes under the microscope. Covalent and ionic crystals have much
larger y anisotropy than metallic crystals, because they have strongly
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Figure 5.11 Wulff construction for a needle crystallite ori-
ented along the z axis (perpendicular to the paper).
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preferred bond directionality and bond polarity, respectively, while
metals have neither. Polar covalent crystals and ionic crystals have, in
addition, a preference for exposing charge-neutral (nonpolar) facets.
In metals, y anisotropy arises from anisotropy in the surface packing
density of atoms and is typically only a few percent, but often this is
still enough to result in preferred planes of exposure.

There are two ways in which a growing crystallite evolves in shape:
deposition anisotropy and surface diffusion. Deposition rate from the
vapor is often higher on facets of high y because bonding is stronger
and therefore 8 or S, is higher (see Fig. 5.1). It can be seen from the ar-
rows in Fig. 5.11 leading from the nonequilibrated dashed-line facets
that such deposition-rate anisotropy will cause the facets of high y to
become proportionately smaller as growth proceeds. Meanwhile, sur-
face diffusion will redistribute mobile atoms so as to minimize total
surface energy whether growth is occurring or not. Without surface
diffusion, crystallites would evolve toward a “growth shape” which is
in general different from the equilibrium “Wulff shape.” Not all nuclei
are single crystals, however, and this leads to shapes other than the
Wulff shape even with surface diffusion occurring. In particular, there
are multiple-twinned particles (MTPs). The twin of a crystal is its mir-
ror image. For example, in the crystal of Fig. 5.7, if the pyramidal por-
tion enclosed by the origin and atoms 1, 6, and 7 in the (111) plane
were to form a twin on the (111) plane, the result would be two pyra-
mids with a common base on (111) and six exposed {100} facets. MTPs
consist of many single-crystal facetted particles nested together along
twin planes to form one particle. In summary, we have seen that y
anisotropy in thin-film nuclei will cause them to develop facets and
shapes that are governed by the anisotropy, by the dynamics of the
deposition process, and by the extent of twinning.

In the case of liquid or amorphous nuclei, Eq. (5.43) still applies and
in general has three terms—yg, v, and y.—where ¥y is now isotropic
and therefore constitutes only one term. At substrate T above 2/3 of
the absolute melting T of the film material in bulk form, small nuclei
are likely to be molten [6], so the liquid case is encountered more often
than one might expect. In previously discussing 3D nucleation, we ne-
glected for simplicity the effect of y; and g on total surface energy. Ac-
counting for them now in Eq. (5.43) leads to the spherical-cap nucleus
shown in Fig. 5.12, and leads to the “wetting angle,” 8, with the sub-
strate (Exercise 5.5). Angle 6 may also be obtained by considering the y
values as surface-tension vectors as shown and by writing the force
balance known as Young’s equation:

Y; + YpcosO = v, (5.45)
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\ Figure 5.12 Wetting angle of a
liquid nucleus.

17T,

4

The poorer the wetting, the larger 6 becomes. When there is no wet-
ting, 6 = 180°, and ¥; is just ¥, + Y When wetting is complete, 8 = 0°,
and Eq. (5.45) turns into the inequality of Eq. (5.36).

5.3.3 Two-dimensional nucleation

When wetting is complete and Eq. (5.36) holds, the adsorbing atoms
do not accumulate into 3D islands but, instead, spread out on the sur-
face in a partial monolayer as shown in Fig. 5.8a. Because total sur-
face energy is reduced rather than increased by this process, there is
no nucleation barrier in going from the vapor state to the adsorbed
state; that is, the y term in Eq. (5.38) is negative when the interfacial
area is included. This means that deposition can proceed even in
undersaturated conditions. A familiar example of this situation is the
oxidation of a metal, which involves O, adsorbing into a chemisorbed
state (that is, reacting with the metal) at well below its saturation
vapor pressure, p,. Also in Example 2 of Sec. 5.1 on ZnSe deposition
from Zn and Se vapor, each element will chemisorb onto the other at
well below the element p, values.

Assuming, as we did for 3D nucleation, that there is sufficient sur-
face diffusion for equilibration, the partial monolayer of adsorbed at-
oms will behave as a 2D gas. By analogy to a 3D gas condensing into
3D nuclei, the 2D gas then condenses into 2D nuclei as illustrated in
Fig. 5.13. Here, only the top monolayer of atoms is drawn. The “atomic
terrace” to the left represents a monolayer which is one atomic step (a)
higher than the surface to the right. But unlike the 3D nucleation
case, 2D nucleation from a 2D gas involves no change in any of the y
values, so one might expect there to be no nucleation barrier. However,
the chemical potential, y, of a 2D nucleus is higher than that of a con-
tinuous monolayer because of the exposed edge. This situation may be
viewed in terms of an excess edge energy, B (J/m), which is analogous
to the surface energy, v, of the 3D case. The surface concentration of
the 2D gas for which its p is the same as that on the straight terrace
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Figure 5.13 Geometry of 3D nucleation, looking down at the surface.

edge of a continuous monolayer ()1;) may be thought of as the 2D satu-
ration vapor concentration, n, (me/m2). If n, is the actual concentra-
tion of the 2D gas, then (ng/n,) becomes the 2D supersaturation ratio.
By the same procedures as in the 3D case, we may then derive expres-
sions for the critical nucleus which are analogous to Egs. (5.39) and
(5.40):

(5.46)

and AG* = (5.47)

RT

()7
a n
Vmc

Here, a is the monolayer thickness.

Once supercritical nuclei form, the 2D gas continues to attach to
their edges until coalescence occurs and the monolayer is complete.
Meanwhile, the next monolayer is beginning to form, and the film con-
tinues to build up in this way, atomic layer by layer. In the special case
of single-crystal film deposition (epitaxy), the surface may contain
many atomic terraces with straight edges as shown in Fig. 5.13. Their
importance for epitaxy will be discussed in Sec. 6.7. The “kink” sites
shown in Fig. 5.13 are also important surface features. Attachment of
a 2D gas atom to a random site on the straight edge involves an in-
crease in total edge energy, because it increases the length of the edge.
Conversely, attachment to the kink site makes no change in the length
of the edge; this is therefore an energetically preferred site, and edge
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growth can most easily occur by attachment-driven motion of these
kink sites along the edge.

We now see that surface energy is determined not only by facet ori-
entation as discussed in Sec. 5.3.1, but also by the densities of steps
and kinks (Williams, 1994). The equilibrium densities of these two fea-
tures increase with T because of their associated entropy (disorder), S.
That is, when the TS term in Eq. (4.5) for the Gibbs free energy, G, be-
comes larger, the internal energy term, U, also becomes larger to min-
imize G, and U here mostly consists of the potential energy of step and
kink formation. This is the same T-driven tendency toward disorder
that causes vapor pressure to rise with T (see Sec. 4.1).

During film deposition, if the surface diffusion rate is high enough
and ng is low enough so that the 2D gas atoms are more likely to at-
tach to an edge than to form a critical nucleus within an atomic ter-
race, then edge attachment becomes the dominant growth mode; that
is, we have A > L, where is the surface diffusion length from Eq. (5.25)
and L is the distance between terraces. This is called the “continuous”
growth mode, as opposed to the nucleated mode. The continuous mode
of 2D growth is analogous to the type of 3D nucleation in which nucle-
ation is more likely to occur at active surface sites than by spontane-
ous nucleation elsewhere on the surface. Active sites and step edges,
especially kinked edges, break the nucleation barrier by providing
wetting at those sites.

Two-dimensional nucleation is usually preferred to 3D because it
leads to smooth growth. In nonepitaxial growth, large grain size
(coarse nucleation) may be desired in addition to smoothness. Unlike
in the 3D nucleation case, here large grain size and smoothness are
not incompatible. That is, if adatom mobility on the substrate is suffi-
cient, large 2D nuclei will form before the first monolayer coalesces,
and then subsequent monolayers will grow epitaxially on those nuclei.
But there is another problem. High adatom mobility requires a low
surface-diffusion activation energy, E,, in accordance with Eq. (5.16),
but E, tends to increase with the strength of the adsorption, Eq or E,
as suggested in Fig. 5.2b. At the same time, good wetting requires low
y; and therefore requires strong adsorption. As a result, it will not al-
ways be possible to achieve strong enough adsorption for wetting with-
out immobilizing the adsorbate and preventing grain growth. Even so,
small-diameter grains can become wider as the film grows thicker, as
we will see in Sec. 5.4.2.

5.3.4 Texturing

Here, we are referring to crystallographic texturing rather than to
cuwfana tannoranhv. although thev are often correlated. The degree of
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texturing is the degree to which the crystallites in a polycrystalline
film are similarly oriented. In one limit, there is random orientation
(no texturing), and in the other limit, there is the single crystal. A
material in which the crystallites are nearly aligned in all three
dimensions is called a “mosaic,” and the limit of a perfect mosaic is a
single crystal. The degree of texturing is best measured by x-ray tech-
niques, as discussed in Sec. 6.4.2. Texturing can occur in one, two, or
three dimensions. Epitaxy is the best way to achieve perfect three-
dimensional texturing. Epitaxy occurs when the bonds of the film crys-
tal align with the bonds of the substrate surface, making the interfa-
cial energy, y;, very low—zero in the case of homoepitaxy, which is
when the film material is the same as the substrate material. In other
cases, when no such alignment is operative, the most common form of
thin-film texturing is a two-dimensional one in which the crystallite
planes are aligned with respect to rotation about the two axes which
lie in the plane of the substrate. This means that the film has a pre-
ferred growth plane parallel to the substrate but has random orienta-
tion with respect to rotation about the axis perpendicular to the plane
of the substrate—the “azimuthal” axis.

One frequently wants to deposit a film onto a substrate to which no
crystallographic alignment is possible, such as an amorphous sub-
strate (glass, for example) or one which has a crystal symmetry or lat-
tice dimension very different from that of the film. The achievement of
2D texturing in such cases can be very desirable when the desired film
property is also crystallographically anisotropic. For example, ZnO ex-
hibits its largest piezoelectric effect along the [0001] axis, which also
happens to be its preferred growth plane, so texturing is very benefi-
cial in that case. The magnetic saturation properties of ferromagnetic
polycrystalline films used in memory discs are also highly anisotropic.
The thermodynamically driven orientation of nuclei into a texture in
nonepitaxial situations requires two conditions: (1) surface energy
anisotropy, so that there will be a preferred facet; and (2) adatom mo-
bility, so that the adatoms can arrange themselves to minimize sur-
face energy. Since these requirements are often met, some degree of
texturing is commonly observed, but the degree varies greatly with
materials and deposition conditions. It is also possible that texturing
can be kinetically driven, if the deposition rate on certain facets is
higher than that on others due to a difference in S, [Eq. (5.6)]. The ki-
netically favored texture is likely to be different from the thermody-
namically favored one, as is the case for shape evolution in bulk
crystals (Sec. 5.3.2.3).

Even with good 2D texturing, grain boundaries can be a problem. In
the electronics industry, thin-film polycrystalline semiconductor mate-
rials are often used to obtain electrical isolation of transistors built on
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an insulating sublayer or in order to avoid the cost of single-crystal
bulk material. The latter is particularly important in large-area appli-
cations such as solar cells and flat-panel display screens. The perform-
ance of these polycrystalline semiconductors is degraded from that of
single-crystal ones, because the dangling or strained bonds present at
grain boundaries act as traps and recombination centers for the
charge carriers. Consequently, the achievement of single-crystal semi-
conductor growth on inexpensive substrates has been a long-standing
goal. More recently, work on high-T superconductors has shown that
grain boundaries lower the current-carrying capacity by orders of
magnitude [7]. Avoidance of grain boundaries requires not only a pre-
ferred growth plane (two-axis rotational alignment) but also rota-
tional alignment with respect to the azimuthal axis. Attempts have
been made for about two decades to encourage rotational alignment in
this dimension by generating on an amorphous substrate a pattern
matching the film’s crystallographic symmetry—a template [8]. Pre-
sumably, nuclei should preferentially align to the edges of the tem-
plate to minimize their edge energy, B, thus achieving what is called
“graphoepitaxy.” These attempts have had varying degrees of success,
but a reliable, large-scale process has yet to emerge. Some reasons are
discussed below.

For a nucleus to diffuse to and align itself with an edge of the tem-
plate pattern, it must be mobile on the surface. The mobility of a nu-
cleus decreases rapidly as its radius increases, for several reasons: (1)
increased contact area and bonding to the substrate; (2) increased
mass and therefore lower velocity for the same thermal energy; and
(3) reduction of the translational-energy fluctuations that result from
impact by adatoms of the 2D gas (2D Brownian motion). Not much is
known about nucleus mobility, and it is often ignored in models of nu-
cleus growth. In graphoepitaxy attempts, it is likely that a principal
cause of failure relates to the scale of the template relative to the scale
of the largest mobile nuclei. This situation is illustrated in Fig. 5.14,
in which we are looking down onto a patterned substrate containing
various square nuclei. There are two matters of scale involved here.
First, if nucleation is occurring on terraces between adjacent pattern
edges, as in the case of the large nucleus in (a), we must have A > L for
the largest nuclei, where A is the nucleus diffusion length and L is the
pattern spacing. If instead, the large nucleus in (@) becomes immobi-
lized where it is shown, graphoepitaxy will fail. The second matter of
scale involves the radius, r, of nuclei forming on or diffusing to the pat-
tern edge relative to the spatial wavelength, A, of the edge roughness.
For r < A, nuclei will misalign at the edge as shown in (a); for r> A,
they will align well as shown in (b). In a relatively successful recent
attempt (9], 85 percent alignment of ZnS was achieved in a pattern of
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Figure 5.14 Graphoepitaxy on an irregular template, when the
larger nuclei are (a) immobile and (b) mobile on the surface.
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pyramidal pits transferred to polyimide from Si(100) which had been
etched into {111} pyramids. Success was attributed to several factors:
(1) strongly preferred (111} planes of exposure for ZnS; (2) smoothness
of the template pattern; (3) nonwetting of the nuclei to the substrate,
which increased their freedom to rotate; and (4) selective nucleation in
the bottoms of the pyramidal pits.

5.4 Structure Development

Upon coalescence of the surface nuclei to form a continuous film, the
nucleation step of film deposition is complete, and the fourth step
begins: development of the bulk film structure. The form of this struc-
ture changes dramatically with the amount of thermal motion taking
place during film growth, which scales with the ratio of the substrate
T to the melting point of the film, T/Ty, (in K, not °C), known as the
“homologous” or “reduced” T. Structural form also changes with the
amount of additional energy being delivered to the growth surface.
Three structural zones (Z1, 2, and 3) were initially identified in an
evaporative deposition study which included both metals and ceramics
[10], and these zones have since been observed in a wide variety of
film materials deposited by all of the vapor-phase processes. A fourth
“transitional” zone (ZT) between Z1 and Z2 was identified in sputter
deposition [11] and has since been found prominent in other energy-
enhanced processes. Occasionally, anomalous structural forms occur,
in particular the whiskers, illustrated in Fig. 5.15, that have been
seen in Ti, for example [12]. The occurrence of whiskers implies an
extreme preference for growth along the vertical direction. The char-
acteristic structures of the four basic zones are also illustrated in
Fig. 5.15. They are described briefly below and are analyzed in more
detail in the next two subsections.
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substrate

Figure 5.15 Characteristics of the four basic structural zones and of whiskers, in cross
section. The ratio of substrate T to film melting T (T/Ty,) increases in the direction
Z1—-+ZT—7Z2—Z3.

= Z1 occurs at Ty/T, so low that surface diffusion is negligible; that is,
A < a in Eq. (5.17). Z1 consists of columns typically tens of nm in
diameter separated by voids a few nm across. The columns have poor
crystallinity (many defects) or are amorphous. In thicker films, there
becomes superimposed upon this structure an array of cones with
wider voids between them. The cones terminate in domes at the sur-
face, and the size of the domes increases with film thickness.

= ZT also occurs when A < a. It contains defected columns similar to
those of Z1, but the voids and domes are absent. ZT is usually associ-
ated with energy-enhanced processes.

= Z2 occurs at Ty/T,, > 0.3 or so, high enough so that surface diffusion
is becoming significant. It consists of columns having tight grain
boundaries between them and having a characteristic diameter
which increases with Ty/T,. Crystalline columns are less defected
than in Z1 and ZT and are often facetted at the surface. The Z2
structure can also occur in amorphous films; there, the column
boundaries are planes of reduced bonding rather than planes of crys-
tallographic discontinuity.

= A transition to Z3 occurs in certain instances at Ty/T,, > 0.5 or so,
high enough so that considerable bulk annealing of the film is taking
place during deposition. Z3 is characterized by more isotropic or
equiaxed crystallite shapes. Film surfaces are often smoother at Ty/
T, > 0.5 for either Z2 or Z3; however, the grain boundaries can
develop grooves.
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The following several points about these zones need to be kept in
mind.

1. All four zones cannot always be identified for a given material. In
particular, Z3 is often not observed.

2. The transition from one zone to another is not always abrupt with
T, and the transition T varies with deposition conditions and
material. The growth mode can also change from Z3 to Z2 or from
ZT to Z1 moving up through the thickness of a film.

3. The surface topography shown in Fig. 5.15 is typical, but it can
vary considerably with factors such as surface-energy anisotropy
and incident angle of depositing vapor.

4. Epitaxial films exhibit none of this bulk structure—at least when
they are free of mosaic texture (see Sec. 5.3.4). However, they can
still have highly facetted and therefore very rough surfaces when
grown on planes of high surface energy, due to restructuring of
the surface to minimize energy in accordance with Eq. (5.43).

5. Amorphous films exhibit bulk structure only when they are inho-
mogeneous, because they have no crystallographic pattern by
which to define the boundaries between grains.

Homologous T is the main determinant of structure. Z1 and ZT films
result from “quenched growth” processes in which thermal migration
of the adsorbed material is negligible, whereas Z2 and Z3 films result
from thermally activated rearrangement on or within the film, respec-
tively. We will discuss these two regimes of structural development
separately below, and we will see how the growth dynamics affect both
the bulk structure and the surface topography.

5.4.1 Quenched growth

When initial bonding of the arriving vapor to the film surface is strong
enough and film T is low enough, surface diffusion does not have time
to occur before deposition of the next atomic layer, so that atoms
become immobilized where they land. This is known as “ballistic” dep-
osition, since the only motion of atoms which affects the deposition is
the projectile direction of the arriving vapor. One might think that
such deposition would result in smooth and homogeneous films, espe-
cially for vapor arriving uniformly and perpendicularly, as in high-vac-
uum deposition from a point source, and on very smooth substrates
such as glass or chemically polished Si wafers. However, even under
these conditions two destabilizing factors are always at work which
generate roughness and voids. These factors are statistical roughen-
ing and self-shadowing, and we will examine them in turn below.
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Statistical roughening arises because of statistical fluctuation in the
vapor arrival flux. This effect can be illustrated with a simple model in
which atoms of diameter a arrive perpendicularly at a steady rate but
at positions randomly chosen from among the surface sites of a linear
array. In this model, each atom is constrained to stick on the site it
lands on even if it is on top of a pillar of atoms. The resulting surface
topography after depositing an average number, N, of 25 atoms per
site across the array is shown in Fig. 5.16. At this point, the average
column height—that is, the film thickness—is h = aN, but there is
considerable variation in the heights, h, of atomic columns across the
array. For large enough N, as shown, this variation is mathematically
described by a Gaussian distribution whose standard deviation is
given by

6 = aJN = Jah (5.48)

The o of the distribution is a measure of the roughness of the film, or
the “dispersion” of h about h. Note that Eq. (5.48) is analogous to
Eq. (5.17) for the dispersion in the lateral direction that arises from
surface diffusion, because they are both random processes. Statistical
roughening and surface diffusion are also competing processes, the
first increasing the film roughness and the second smoothing it out. In
Z1 growth, surface diffusion is completely quenched.
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Figure 5.16 Statistical roughening in random ballistic deposition of a 25-atom-thick
film. (Pascal solution courtesy of Jared Smith-Mickelson.)
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A more realistic refinement of the Fig. 5.16 model avoids the single-
atom pillars by constraining neighboring pillar height differences to
be +1 atom or zero. This changes the 1D model into a 2D model, be-
cause now the columns are interacting laterally, and it changes the
predicted dependence of roughness on film thickness, h. In general,
roughness is found to increase as hP, and for the 1D model of Eq.
(5.48), the roughness exponent, B = 1/2. One group [13] has calculated,
using the +1 atom constraint, that = 1/3 for the 2D case and 1/4 for
the 3D case, this last corresponding to a 2D substrate. However, that
work also incorporated the “solid-on-solid” assumption which excludes
voids from the structure. In Z1 growth, voids are a key feature, and
observations of a wide range of actual Z1 films [14] has shown that
their roughness increases with p = 3/4. That is, voids increase the rate
of roughening considerably. We will see below that there are many fac-
tors which influence the Z1 microstructure. Because of this and be-
cause of the geometric complexity of a voided and rough morphology,
the mathematical and computational challenges of modeling such
growth are formidable, and an accurate comprehensive model has yet
to emerge.

In the above discussion of roughness, we have only considered the
overall variation in film thickness, h, with lateral position; this is
known as the “interface width,” Ah, and for the 1D case it was found to
be 20 of a Gaussian distribution. A more complete description of sur-
face topography would give Ah as a function of the lateral spatial fre-
quency or the spatial wavelength, A, of the h fluctuation, which is
essentially a spatial “noise” spectrum. Topography having a given Ah
over short lateral distances (short A,) is going to have more effect on
film structure and properties than that having long A, because it will
have a steeper slope, =2Ah/A,. We will see in the next section that sur-
face diffusion smooths out the short-A; roughness.

Various methods for measuring film surface roughness after deposi-
tion are discussed in Sec. 10.1.2. For monitoring roughness during
deposition, laser light scattering is a convenient technique that is es-
pecially sensitive to Ah for A, on the order of the laser wavelength. The
A, of maximum sensitivity depends on the scattering angle being mon-
itored [15]: it occurs at longer A, for angles close to the specular angle,
and at shorter A, for angles farther away. Thus, angle-resolved scat-
tering patterns give a more complete description of the topography
[16]. Even submonolayer roughness is detectable despite the fact that
the typical (Ar-ion) laser wavelength of 488 nm is 10° larger!

Self-shadowing is the second factor that destabilizes surface
smoothness during film deposition, and it is the cause of the charac-
teristic Z1 voided columnar structure. To understand this effect, we
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first make the Fig. 5.16 model more realistic by introducing the rule
that arriving atoms cannot perch on top of each other, but rather set-
tle sideways into the nearest “cradle” position in which they establish
relaxed bond lengths to their nearest neighbors. This is known as “bal-
listic aggregation,” and it is shown for 2D geometry in Fig. 5.17a. Be-
cause of the finite size of atoms (@ > 0), aggregation can result in
overhang structures such as that of Fig. 5.17b, which shadow the low
areas from deposition. In effect, the area of vapor collection by the
high areas increases from A;, to A}, and that of the low areas de-

creases from A; to Ay; this is known as the “finite-size effect.” Addi-

tional overhangs are produced by the atomic attraction of arriving
vapor into the sidewalls of columns as shown in Fig. 5.17¢c. Thus, even

S

(a) (b) (c)

(d) (e)

Figure 5.17 Atomistic processes in quenched-growth structure
development: (a) ballistic aggregation, (b) finite-size effect, (c)
sideways attraction, (d) oblique shadowing, (e) tilt effect, (f) low
sticking coefficient, (g) void-filling by energetic particles due to
enhanced mobility (left) and forward sputtering (right).
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in perpendicular deposition, there develops a Z1 structure of columns
with shadowed voids between them. One can readily see in Figs. 5.17b
and 5.17¢ how self-shadowing increases the degree of roughening be-
yond what one would obtain just from statistical fluctuation in arrival
rate, and this is why the roughness exponent, B, is so high for Z1 films.

When vapor is arriving obliquely at angle 6 or over a range of an-
gles, as shown in Fig. 5.17d, self-shadowing increases, thus increasing
the Ty/Ty, to which Z1 persists before surface diffusion can counteract
it. Oblique incidence at a fixed azimuthal (rotational) angle also
causes Z1 and Z2 columnar structures to tilt toward the incident direc-
tion at an angle o from the perpendicular (Fig. 5.17¢). However, the
so-called “tangent rule,” which specifies that tan o = (1/2)tan 6, is not
always obeyed. In addition to tilting, the columns become elliptical in
cross section [17], with the long axis perpendicular to the plane of inci-
dence except at high 8, when it can switch to parallel.

Incidence over a range of 8 occurs when the vapor source subtends a
large solid angle as viewed from the substrate, or when the process is
operating in the fluid-flow regime (Kn << 1). The direction of vapor
emanating even from a point source becomes randomized by collisions
with background gas during fluid-flow transport to the substrate, so
that the vapor can arrive with an angular distribution approaching
the completely random cosine distribution. Thus, for processes such
as sputter deposition and laser ablation whose operating pressure can
span the range from molecular to fluid flow, raising pressure spreads
the range of incident angles and increases self-shadowing, so that
deposition pressure becomes an important determinant of film struc-
ture in these processes. At the even higher pressures of CVD, inci-
dence is always random. Note that even at 10° Pa (1 atm), the vapor
mean free path, / ~ 100 nm by Eq. (2.24), is still much longer than the
Z1 void diameter, so that self-shadowing persists. That is, the “fluid”
never penetrates the voids. Nevertheless, there are often compensat-
ing effects in CVD that reduce self-shadowing: namely, a low sticking
coefficient, S, for the depositing vapor, and surface diffusion of the
adsorbed precursor species even at low substrate T. Low S, allows va-
por to bounce down the void walls toward the bottom as shown in Fig.
5.17f. Indeed, in the limit as S,—0, the self-shadowing effect van-
ishes, but of course then there is no deposition. For S, > 0, the vapor
flux decreases with depth into the void channel as it progressively de-
posits, an effect known as “nutrient depletion,” which may be thought
of as partial self-shadowing. Thus, Z1 growth can occur in a CVD pro-
cess as well as in PVD, even when that CVD process is producing con-
formal coverage on macroscopic topography because of fluid-flow
transport on that scale. CVD coverage in channels will be discussed
further in Sec. 7.3.3.
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In the above discussion, we have considered the initial roughness to
be due to statistical roughening of a perfectly smooth substrate. At
some thickness of the growing film, self-shadowing takes over from
statistical fluctuation as the dominant roughening mechanism, and at
that point, void formation begins. The crossover thickness depends on
all of the deposition factors mentioned above. In addition, initial
roughness either on the substrate or on the film nuclei upon coales-
cence hastens the crossover and also increases the final roughness of
the Z1 film. One might think that under the quenched Z1 growth con-
ditions, the critical nucleus would always be only one atom and would
not represent a roughening factor. However, remember that the sur-
face-diffusion activation energy of the adsorbing vapor [E, from
Eq. (5.19)] can be lower on the substrate than on the film surface, so
that the initial nucleation can involve more surface diffusion than the
subsequent deposition. This usually corresponds to a nonwetting situ-
ation in which the film material bonds more readily to itself than to
the substrate and thus forms 3D nuclei, which would leave a rough
surface after coalescence.

As one might expect, Z1 microstructure is undesirable in a thin film
unless the application specifically benefits from porosity, as in the fol-
lowing examples. In gas-detector applications, a film property is
changed by adsorption of the gas; the amount adsorbed is proportional
to surface area and therefore to porosity. High surface area is also use-
ful in catalytic applications such as fuel-cell electrodes. Columnar po-
rosity is useful where lateral mechanical rigidity would lead to
cracking or buckling due to thermal or other stresses (see Sec. 5.6), as
in ZrO, coatings used as thermal barriers in rocket nozzles and other
high-T parts. High porosity fractions such as those occurring in whis-
ker growth cause films of opaque materials to look black as a result of
light trapping, and this is useful in some optical applications. How-
ever, for most of the applications in Table 1.1, porosity is undesirable.
In optical coatings, it causes light absorption and scattering. In elec-
tronics, it decreases the conductance of metal films, increases the
leakage of insulators, and causes charge trapping in semiconductors.
It compromises the effectiveness of chemical-barrier films and weak-
ens films in mechanical applications. However, it is often necessary to
restrict Ty to below the Z2 regime. In such cases, Z1 can usually be
transformed into the void-free ZT structure by the use of energy-en-
hanced deposition.

The energy-enhanced processes that can reduce void formation are
those in which the energy is translational kinetic energy carried by
massive particles (ions and superthermal atoms), because the void re-
duction mechanisms involve momentum transfer to the growing sur-
face. The ions can be those of the depositing vapor itself, as in
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cathodic-arc and electron-beam evaporation (Chap. 8), or those of an
inert gas such as Ar, as in glow-discharge plasma processes (Chap. 9).
Superthermal atoms are present in supersonic beams (Sec. 4.5.4), la-
ser ablation (Sec. 8.4), and sputter deposition (Sec. 8.5.4.3). Some of
the typical energies involved are listed in Table 4.2.

Insight into the ways in which energy enhancement prevents voids
has been obtained by “molecular-dynamics” computer modeling, in
which all the atoms involved are followed in vibratory motion and in
bond formation and breakage. In this way, four mechanisms have been
identified [18]:

1. local heating due to the “thermal spike” produced upon impact,
resulting in local surface diffusion

2. less trajectory curvature (Fig. 5.17¢) due to the higher approach
velocity

3. higher “impact mobility” of the adatoms so that they can move
down into the voids

4. forward sputtering of other adatoms into the voids.

The last two effects are the dominant ones and are illustrated in Fig.
5.17g. Impact mobility amounts to a high surface diffusion rate for a
few atomic distances until the excess kinetic energy upon impact
becomes dissipated into the bulk. In the forward-sputtering effect,
momentum transfer from the approaching particle to the adatom
causes the latter to be knocked loose and scattered forward.

Figure 5.18 shows a 2D molecular-dynamics simulation of structure
development versus the kinetic energy carried by atoms perpendicu-
larly incident on a film held at Tg = 0 K. The lowest of the three ratios
of incident energy, E;, to the adatom potential-well depth, E,, corre-
sponds to thermal deposition and is dominated by ballistic aggrega-
tion, so that voids quickly develop. The effect of added E; on void filling
is quite dramatic in this simulation, as is the effect observed experi-
mentally in energy-enhanced deposition. The highest ratio shown (1.5)
would typically correspond to an E; of 5 eV, which is characteristic of
sputtered particles and of the lowest-energy ions emanating from plas-
mas. More recent molecular-dynamics simulations done in 3D, which
uses much more computer time than 2D, have shown that the over-
hanging atoms predicted in 2D are actually unstable even in thermal
deposition [20]. This emphasizes the importance of accurate modeling.
Of course, some overhanging atoms must be stable in order for a Z1
structure to develop under perpendicular incidence. Collisions of ener-
getic particles with surface atoms are discussed further in Sec. 8.5.

In practice, ZT is encouraged by depositing at low pressure so that
incident particles neither become scattered into more oblique incident
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Figure 5.18 Two-dimensional molecular-dynamics simula-
tion of the deposition of energetic atoms impinging perpen-
dicularly onto a substrate held at 0 K. The horizontal line
is the substrate interface. Normalized impinging energy
EyE,;, as defined in text, is (a) 0.02, (b) 0.5, and (¢) 1.5.
(Source: Reprinted from Ref. 19 by permission.)

angles nor dissipate their kinetic energy in gas collisions. When the
energy is being provided by a supplemental source of inert ions, void
filling increases with ion flux and decreases with increasing deposition
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rate. Microstructure can also vary with position on substrates having
convoluted topography, which is common in microcircuit fabrication,
for example. Figure 5.19 illustrates schematically a sputter-deposition
situation discussed by Thornton (1986), in which growth is Z1 on the
top surface due to a broad angle of incidence of the vapor flux, but is
ZT at the bottom of the trench due to flux collimation by the sidewalls.
The sidewalls are Z1 with even higher void fraction as well as tilted
columns, due to the oblique flux. Since film properties vary with mi-
crostructure, this situation is clearly undesirable. The remedy is to in-
crease particle collimation or energy input so that the whole film
becomes ZT, or to increase Ty so that it becomes Z2.

The degree of collimation depends on the solid angle that the vapor
source subtends at the substrate. When one wants to coat large areas
uniformly, a row of evaporation sources (Fig. 4.13) or a long rectangu-
lar-magnetron sputter source (Sec. 9.3.4) is used in conjunction with
substrate transport perpendicular to the row. If, in such cases, the dis-
tance from source to substrate is made small for efficient utilization of
source material, the solid angle will be large in both directions. Thus,
there is a trade-off between utilization and collimation. Collimation
can be improved either by increasing transport distance or, in the
magnetron case, by inserting a honeycomb baffle into the transport
space to trap obliquely-directed vapor. This trapping decreases mate-

" substrate

Figure 5.19 Microstructure variation with substrate geometry for
sputter deposition into a trench. [Adapted from Thornton
(1986).]
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rial utilization by the same amount as does increasing transport dis-
tance for a given improvement in collimation, but it can also cause
particulate contamination from deposits flaking off of the honeycomb.

5.4.2 Thermally activated growth

When film T is raised to where A > a in Eq. (5.19), surface diffusion
becomes a key factor in determining film morphology. Voids become
filled by diffusing adatoms, and the film develops the characteristic Z2
columnar grain structure. Since A increases exponentially with T, the
transition occurs over a narrow T range, and empirically it is found to
occur at about 0.3 T, for many materials, where T, is the melting T
in K. The correlation with T, occurs because both diffusion and melt-
ing depend largely on the binding energy of atoms in the solid. Indeed,
the activation energy for bulk solid-state diffusion has been shown to
be proportional to T,,, at least for crystals of a given structure [21].
Assuming that this rule holds for surface diffusion, with a proportion-
ality factor of B, then E; = BT, in Eq. (5.19) and the exponential
becomes proportional to T,/T. Various factors can shift the transition
T from the 0.3 T, value, however. If background impurities are
adsorbing strongly on the growing film, such as oxygen on metals,
they can inhibit surface diffusion. The transition T also increases
slowly with increasing deposition flux, J,, due to the appearance of
1/,/3, in Eq. (5.19). Figure 5.20 illustrates the transition with a 2D
computer simulation involving ballistic aggregation of atoms incident
with negligible kinetic energy at 30° from the perpendicular, followed
by surface diffusion with an activation energy of E,i = 1 eV. Void frac-
tion is seen to decrease rapidly with increasing T.

A similarly rapid transition in surface fopography occurs with the on-
set of surface diffusion. For example, Fig. 5.21 shows scanning-tunnel-
ing-microscope (STM) images of the surface topography of Au thermally
deposited onto mica at various film temperatures, T,. For Au, 0.3 T, =
128° C, which corresponds to the transition between the domed topog-
raphy of images a-c and the smooth terraces of d-f. In this case, the Au
is growing epitaxially on its low-surface-energy (111) plane, so facetting
is not observed in d-f. The increase in dome diameter with Ty in a-c
probably results from an increase in the coarseness of nucleation on the
mica with increasing T,.

In cross section, the crystalline grain structure of polycrystalline Z2
films is columnar. (For epitaxial and amorphous films in this T regime,
the column boundaries can vanish, as discussed earlier.) At the sub-
strate interface, the grains of a polycrystalline film begin as nuclei and
grow upwards as columns after coalescence. With increasing thick-
ness, some columns expand at the expense of others until a limiting
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Figure 5.20 Two-dimensional computer simulation of the effect of substrate T on void
filling by surface diffusion. (Source: Reprinted from Ref. 22 by permission.)

column diameter is reached, as illustrated in Fig. 5.15. The develop-
ment of column size is shown in Fig. 5.22 for a 40-um-thick columnar
polycrystalline Fe film electron-beam deposited onto alumina at 80
nm/s and Ty = 0.64T,,,. For examination, the film was lapped through

at a grazing angle to the substrate plane and then etched lightly to
bring out the grain structure (see Sec. 10.1.3). Thus, the micrograph
shows the grain pattern essentially parallel to the substrate as a func-
tion of thickness position, h, within the film. There is a steady increase
in grain size for the first few um of growth, after which the grain size
stabilizes at about 40 pm.

The driving force for columnar grain growth in Z2 is surface-energy
minimization. Computer modeling has provided insight into this pro-
cess and has predicted the increase in column diameter with thickness
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[24], although the model cited fails to predict the experimentally ob-
served [10] saturation of column diameter with increasing film thick-
ness. The model is developed using the cross section of a growing
columnar structure shown in Fig. 5.23. In the previous section, we
have seen that films tend to develop roughness. In the absence of sur-
face-energy (y) anisotropy and for small column diameter, this rough-
ness can be approximated as the domes shown. If surface diffusion
were negligible, these domes would grow steeper with time due to self-
shadowing of the cusped valleys between them, and the cusps would
become the voids of the Z1 structure. In Z2, this trend is counteracted
by surface diffusion, which results in net motion of adatoms toward
the cusps in an attempt to satisfy the y force balance at the cusp in
Fig. 5.23. This balance is analogous to the one which determined wet-
ting angle in Fig. 5.12. Because bonding at grain boundaries is always
weaker than in the bulk of a crystal, there will always be an interfa-
cial tension, ¥;, at the boundary between two columns. Therefore, the
column surfaces do not completely flatten as a result of surface diffu-
sion, but instead approach equilibrium dome radii such that the verti-
cal components of y; plus y, balance Yi» and thus a groove develops in
the film surface along the column boundary. A similar groove develops
when polished polycrystalline materials are annealed, and it is thus
known as “thermal grooving.” As the columns increase in diameter,
they flatten on top to minimize surface area, but they retain the ther-
mal grooves on the edges.

To satisfy the lateral force balance in Fig. 5.23, inspection shows
that smaller-diameter columns will develop smaller radii of curvature
(also see Exercise 5.10). Now, because the atoms on a surface of
smaller convex radius are more exposed and less completely bonded to
the bulk, they have higher Y, as we will soon show mathematically.
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Figure 5.23 Geometry and surface energetics of colum-
nar grain growth.
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This chemical-potential driving force B€nerates a net surface-diffusion
flux from smaller columns to larger ones, causing the smaller ones to
shrink and also to become more shadowed ag deposition progresses, so
that they eventually close out. This Process continues to an ext;znt
which scales with the surface diffusion length, A. Now, A increases ex-
ponentially with T [Eq. (5.19)] or, more Precisely, with Ty/T,,: and in-
deed, the characteristic column diameter, ¢c, behaves the same way
(10]. Cross-sectional micrographs of metal films grown by both evapo-
ration [12] and sputtering [11] clearly show this behavior and also
show the transition from Z1 or ZT to Z2. With regard to surface topog-
raphy, roughness features having spatia wavelength A, < A become
smoothed out by the surface diffusion, whjje those having A, > A will
continue to develop in accordance with the statistics discussed in the
previous section.

The relationship of chemical potentia] ¢, surface curvature may be
derived with reference to Fig. 5.24. Here, the surface atoms of the film
material are considered to be cubes of side @ which have been dis-
torted into truncated, square-based PyTamids by a spherical curvature
of radius r imposed on the surface. In the cross section shown, the at-

oms are trapezoidal, and the base exposeq to the surface has area (a +
28)2. For § << a, the increase in surface area per atom versus that of a

cubic atom

*— surface

Figure 5.24 Geometry for calculating the effect of cur.
vature on chemical potential.
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flat surface (a?) is 448, and the corres ing i

oy » ponding increase in chemical
te;'ltla.l is An = 4a&yo_, where Yy, is for a flat surface. Now, § is rellat.edp:(;
r by similar right triangles: (a/2 + §)/r ~ (a/2)/r = 8/(a/2); and thus

Ap = aPyy/r = QyK (5.49)

where Q = atomic volume
K = 1/r = curvature (positive is convex; negative is concave)

This is Fhe tflassic expression for the curvature effect on M.

At still higher T,, grain-boundary migration can also occur withi
!;he bulk qf 'the film. This is essentially bulk annealing proceeding dulrIf
ing deposition. Figure 5.25 shows a section through the bulk of a film
and parallel to t'he surface. A small cylindrical grain is surrounded b
three larger grains. Since the curvature effect causes the 1 of the at):
oms on the convex edge of the small grain to be larger than that of the
atoms on the concave edges of the surrounding grains, atoms will
transffer across the grain boundary from the small grajJ; to the sur-
royndmg ones and eventually annihilate the small grain, Note that
this process is also favorable in terms of minimization of tc;tal surface
energy for the Fig. 5.25 geometry, because a decrease of dr in the ra-
dius of t_he small grain results in a 2rdr decrease in its boundary
length with the surrounding grains, but only a 3dr increase in the to-
tal length of the surrounding three grain boundaries, so the net
clhange in bf)undary length is negative. This is the same t’hermally-ac-
tivated grain growth process that occurs in bulk metallurgy and is
!mown as_“Ostwald ripening.” The velocity of grain-boundary motion
is p.roportlonal to exp(-E,/RT), where E, is the activation energy for
grain-boundary motion. Thus, columns can continue to increase in di-

grain
large #  boundary
grains

small grain

Figure 5.25 Film section parallel to the substrate
showing how lateral grain growth occurs,
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ameter beneath the growth surface at elevated Ty, so that their diame-
ter approaches the film thickness to give the equiaxed grain structure
characteristic of Z3.

In the above discussion of Z2, we have assumed that y is independ-
ent of crystallographic plane. In fact, y anisotropy is common, and it
provides an additional and often dominant driving force for surface
diffusion and column selection during growth. Consequently, even a
film which nucleates with completely random orientation can develop
its preferred crystallographic texture with increasing thickness, as
those columns oriented so that they have high-y surfaces lose material
and get closed out. Moreover, a small-diameter column can be favored
over a large one despite the curvature effect if the surface y of the
small column is lower; this situation is known as “abnormal” grain
growth. Column selection might also be kinetically determined due to
varying deposition rates, as pointed out in Sec. 5.3.4.

5.4.3 Amorphous films

Grain boundaries are often undesirable—even the void-free ones of
the Z2 structure. In some cases, a grain boundary (gh) can be elimi-
nated by growing epitaxially, as we will see in the next chapter, but in
the more general case, the only way to eliminate them is to cause the
film to deposit as an amorphous phase.

Except in the special case of “twin-plane” boundaries, grain bound-
aries have bonding that is weaker and less complete than within the
bulk of the grains because they represent a disruption of crystalline
order. This characteristic leads to a number of problems. In protective
coating applications, the grain boundaries are sites for preferential
chemical attack (corrosion). Their relative openness can also cause
them to act as channels for the diffusion of corrosives and impurities.
Thus, in diffusion-barrier applications, the grain boundaries are usu-
ally the dominant pathway for impurity diffusion, even though only a
small fraction of the cross-sectional area is represented by them, be-
cause the activation energy for gb diffusion is much lower than for dif-
fusion through the bulk of the grain. This situation is shown in the
Arrhenius plot of Fig. 5.26, where diffusion through the bulk of the
grain is represented by that through a single-crystal film. The steeper
exponential rise of the bulk diffusion component sometimes causes it
to become dominant at high T. Diffusion behavior for polycrystalline
material varies considerably with grain morphology. Amorphous films
are intermediate between the two in diffusion behavior: diffusion is
faster than through a single crystal but can still be orders of magni-
tude slower than through a polycrystalline film of the same composi-
tion (Kattelus, 1988). Diffusion of the film’s own atoms also occurs
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Figure 5.26 Typical diffusion behavior in a
polycrystalline solid. D = diffusivity.
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solutions are less likely to crystallize when their component materials
have different crystal symmetries or large differences in lattice con-
stant. Metallic solid solutions (alloys) usually require the above condi-
tions as well as quenched growth (T << Tp,) to form amorphous films,
because the nondirectionality of metallic bonds makes it particularly
easy for the atoms to settle into a crystalline arrangement. Likely can-
didates for amorphous metals are alloys having the “eutectic” (mini-
mum T,,,) composition, because low Ty, is an indicator of difficulty in
crystallization. Elemental metals crystallize even at cryogenic T! Ele-
ments with covalent bonds, which are directional, crystallize less eas-
ily. Thus, the amorphous phase of Si can be stabilized at Tg up to
=800 K by the incorporation of =10 percent H to terminate dangling
bonds and thus inhibit the development of tetrahedral crystalline
bonding. This is done most effectively by deposition from a silane
(SiH,) plasma (more in Sec. 9.6.4.1).

5.4.4 Composites

So far, we have considered only films having uniform composition from
grain to grain. Composite films are made by codepositing two or more
immiscible materials which then accumulate into grains of different
phases. Composites can provide properties unachievable in uniform
materials. Structurally, these materials tend to be equiaxed rather
than columnar, because column propagation is periodically inter-
rupted by the nucleation of another phase.

Ceramic-metal composites (“cermets”) are used as resistors, wear
coatings, and optical absorbers. Resistivity is determined by the ratio
of ceramic to metal; it can be varied over many orders of magnitude
and controlled accurately within the high-value range between that of
insulators and that of metals [25]. For example, the resistivity of the
popular cermet Cr-SiO varies with composition from 104 to 1072 Q-cm.
In wear-coating applications of cermets, the ceramic provides hardness
while the metal provides toughness (resistance to cracking). Thus, cer-
mets such as TiC-Mo are very hard but much less brittle than the pure
ceramic material.

High optical absorption is needed in films used in solar heaters and
in calorimeters for optical-power measurement (“bolometers”). This
can be accomplished by light trapping in cermets, which occurs as fol-
lows. Many pure ceramic materials are transparent to visible light in
single-crystal or amorphous form, but in polycrystalline form, multi-
ple scattering of light off the grain boundaries causes them to appear
white whenever there is a refractive-index (i) discontinuity at the
grain boundaries. This happens when fi is orientation-dependent (bi-
refringence) or when there are voids. Thus, fused quartz (amorphous
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kefsb?;:;'pti;el 5]§ght scatter'ing also occurs in films consisting of whis-
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5.5 Interfaces
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Vo ént;-o ich arises from the randomization of order (configura-
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(a) abrupt (b) diffused (c) pitted (d) reacted .(e.) v;:i;ied
Figure 5.27 Interface types. (Arrows indicate direction of diffusion.)
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the other layers in crystalline symmetry or lattice constant, and it will
thus disrupt the epitaxy (more in Sec. 6.3).

Both dissolution and reaction proceed by solid-state interdiffusion

across the interface, and the extent to which this occurs is determined
by time and T. That is, the degree of approach to equilibrium is limited
by the kinetics of interdiffusion. Eq. (5.25) for the surface diffusion
length also applies here to the bulk diffusion length; that is,
A = 2./Dt. When reactions occur, those which involve an activation-
energy barrier, Ey, have rate-limiting constants, ky, given by Eq. (5.2).
Those which have E,—0 will have rates limited instead by diffusion of
the reactants to the interface. Since D and kj both increase exponen-
tially with T, it is important to keep substrate temperature, Tg, as low
as possible during deposition whenever interface abruptness or avoid-
ance of interfacial compounds is important. This is one reason why
films must often be deposited in the Z1 or ZT structural regime (Sec.
5.4) even when the bulk film properties of Z2 would be preferred.
When high T, is needed to activate a CVD film-forming reaction at the
surface, time at T, can be minimized by using rapid thermal process-
ing (RTP), in which the substrate is heated and cooled very rapidly by
maximizing thermal coupling and minimizing thermal load in accor-
dance with the principles of Sec. 4.5.3. Another approach to the CVD
problem is to use energy enhancement to activate film-forming surface
reactions while keeping the bulk film T low. This energy is often sup-
plied from a plasma (Sec. 9.3.2).

The interdiffusion rate between any two particular materials can
vary considerably with their structure. In polycrystalline materials,
the rate varies with grain structure because of the dominance of grain-
boundary diffusion (Fig. 5.26). In epitaxial materials, diffusion occurs
through the lattice either “interstitially” (that is, between atomic
sites) in the case of small diffusing atoms, or substitutionally (on
atomic sites) in the case of larger ones. In the latter case, the diffusion
rate increases with atomic vacancy concentration, since substitutional
diffusion proceeds by the diffusing atoms swapping places with neigh-
boring vacancies. Vacancy concentration can vary considerably with
film deposition conditions; in particular, it increases with ion bom-
bardment (Sec. 8.5.3). Interdiffusion rate also increases in the pres-
ence of an electric field (electromigration) or mechanical strain.

Thus, the extent of film interaction at interfaces is hard to predict,
because it is determined by rates of solid-state diffusion and reaction
which are widely variable. To understand the interaction, the inter-
face needs to be examined for the particular deposition process condi-
tions, using the analytical techniques of Chap. 10. Nevertheless,
valuable information as to what kind of interaction is likely to occur is
available in the phase diagrams [26], which give the compositions of
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phases that have reached equilibrium with each other. The simplest
situation consists of two elements that are completely miscible with
each other and do not form any compounds. In this case, a planar in-
terdiffused region will develop as shown in Fig. 5.27.

Another type of binary phase diagram is represented by Al + Si in
Fig. 5.28. The Al-Si interface has been studied extensively because of
its importance in the metallization of integrated-circuit chips. No com-
pounds appear between these elements, but there is a “miscibility
gap”; that is, the elements have limited solubility in each other. This is
indicated by the presence of two solid phases, labeled (Al) and (Si) on
the phase diagram. The boundary of the (Al) phase is the solubility of
Si in Al, which has a maximum value of 1.5 at.% at 577° C. No corre-
sponding boundary is discernible on the Si-rich side, which means
that Al has <0.1 at.% solubility in Si. Thus, most of the solid-state re-
gion between pure Al and pure Si consists of a two-phase mixture of
Si-saturated Al and pure Si, which is labeled “(Al) + (Si).” Also shown
is an intermediate composition having a minimum melting point—a
“eutectic” point—at 12.2 at.% Si and 577° C. To avoid melting, T, must
never be allowed to exceed the eutectic T during deposition or subse-
quent processing.

Atomic Percent Silicon
o} %20 % ® B w w

A liquid

liquid + solid

Temperature °C

5T7z1°C
(A1 (st)=¢
’”‘r' 4 (Al) + (Si)
i S G W N R T e T i
Al Weight Percent Silicon Si

Figure 5.28 Phase diagram of Al-Si. (Source: Reprinted from Ref. 26 by permission.)
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The solubility asymmetry of Al and Si means t.!nat Si wﬂl dii?‘use into
Al but Al will not diffuse into Si. This situation is shown in Fig. 5.2?::,
and it leads to the following problem. The space-vacated by the out-dif-
fusing Si becomes filled with the (Al pl.laseﬁlln an uneven manm;:-i
leading to the development of pits or “Bplk-es in the Si. Wher} an
film is etched off of a Si substrate, these pits are revealed quite dra-
matically, as seen in Fig. 5.29. Al apikipg can s.he}'t out shallc_sw p/n
junctions in the Si, so it is counteracted in the chip mdustry b5f insert-
ing 100 nm or so of some film material which acts as a d1ﬂ"u51.01} bar-
rier to Al and Si, such as Ti-W alloy (Kattelus, 1988). The Al spiking of
Fig. 5.29 actually resulted from breakthrough' of an amorphous “;Re
barrier layer due to Al reaction with the barne?. Structura:l consider-
ations in the behavior of films as diffusion barriers were thscuj_ased in
Sec. 5.4.3. Chemical considerations involve the degree to which the
barrier film reacts with the adjoining films. "

Many pairs of elements do react to form compounds rather t.han r_}us
interdiffusing. In addition, compound films can react at th(? interface
to form new compounds there. In another example of sem.wonduct.::;
metallization problems, it is found that most n'letals (M) react wi
GaAs to form intermetallics (M,Ga,,) and a::semdes (MmA:sn). Known
compounds appear as vertical lines on the b1pary phase diagrams, as
was shown for the generic compound MY in Fig. 4.6a. When more than
one compound appears on the diagram, all or only some of these may
form at a film interface depending on the thermodynamic favorability

Figure 5.20 Etch pits in Si(001) substrate aﬂ.er_remov‘mg an Al
film. (Source: Reprinted from Ref. 27 by permission.)



Gibbs free energy of reaction A,G®, at the i i

; . ; ; relevant T is negative. A fa-
.vorabl‘e mt:erfamal reaction will proceed at some rate detgermined by
mtc-erdlfﬁxsmn rate and by reaction activation energy, E,, and this re-

pressures and mole fractions are not involved. %3 i

many compounds [28, 29]; for elements, AG° = O%f;}dt:finaj:ia(ia}ggﬁr
only the AG® at 298 K is available, but the T dependence iE; small,
When only the enthalpy contribution to G, AH®, is available, it can bt;
used for rough estimates, because the entropy contributior’x ARS°, is
small for cqndensed-phase reactions. As an example of pr,'edicting
w.hether an interfacial compound will form, consider the deposition of
Si onto ZnSe, where there is the possible reaction

Si + 2ZnSe — 2Zn + SiSeg

used to construct ternary phase diagrams [30].

'The best choice for a diffusion-barrier layer is a compound with a
highly neg:.ative A(G® so that it will not react, and with good micro-
struclztur'al Integrity so that it will not allow diffusion. For electronic
a.pphcs:mqns such as Al/Si, the barrier must also be electrically conduc-
tive. TiN 18 one material that meets all three requirements fairly well
although it does form AlyTi at >780 K (27). Many meta] silicides,
borides, and nitrides are conductive and are also significantly m ’
stable than the metals themselves. s A

Solid-state interfacial reactions can only proceed by diffusion of one
or more .of t.:he reacting elements through the interfacial compound

pervious layer of compound. The latter development ca

reaction to “self-limit” at the thickness when the la;er becom:: ?;pt;?
vious. The oxidation of Al is a familiar example of a self-limiting inter-
facial reaction. Clean Al reacts spontaneously and vigorously with air
to form AlyOg; however, once a few nm of oxide has formed, the oxide
acts as a diffusion barrier to prevent further Al and (07} fron; reaching
eaf:h other, so the reaction stops. (Conversely, metals that form porous
oxides, such as Fe in the presence of water, continue to oxidize.) Self-
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limiting interfacial reactions lead to the structure shown in Fig. 5.27d.
Sometimes, a “sacrificial” diffusion barrier is employed whose effec-
tiveness results from its reaction to an impervious compound with one
or the other of the adjoining films. Thus, the AV/Ti/Si structure reacts
to form TiAlg, which inhibits Si diffusion into the Al.

One problem which can arise even with a self-limiting interfacial
compound is that illustrated in Fig. 5.27e. Here, the underlying film
material is diffusing through the interfacial compound, while the over-
lying one is not. If there is any lateral nonuniformity in the diffusion
rate, as there would be with grain-boundary diffusion, material will
become depleted from the fast-diffusing regions. This leads to the
“Kirkendall voids” shown, which of course degrade the integrity of the
structure.

When more than one compound appears on a bina: 7 phase diagram,
the one that will form first at the interface between the two constitu-
ent elements can often be predicted using the con.ept of “effective”
heat of formation [31]. First, it is assumed that upon init*ial interdiffu-
sion of two elemental films A and B, the compnsition of the mixture
will be the eutectic (minimum melting T, Ty) cumposition, A;B;_,,
since diffusion rate is proportional to T/T,, [21]. Jow, suppose that
there exist two compounds, AyB;_y and A,B;_,, with heats of forma-
tion AH®; and A¢H®,. The interdiffusing mixture cannot completely re-

act into either compound, because the composition (x) is off-
stoichiometric; so each AgH® is reduced to an effective value, AdH’, de-
termined by the fractional deficiency of one element. Thus, if y>x(A
deficient),

’ X °
AH y= ()—r) AH y
and if x > y (B deficient),
’ l1-x (-]
AfH y = (T_:—y) AfH y
The interfacial compound formed will be the one with the lower AH'.

5.6 Stress

Interfacial bonding of film layers to each other and to the substrate
causes physical interaction as well as the chemical interaction that
was discussed above. That is, the films and substrate can be held
under a state of compressive or tensile stress by each other by trans-
mitting forces across the interfaces. A film’s stress affects its perfor-
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" Spley, s ¥ (5.51)

ex = ey = el.)’ Y XLy Y.ﬁ

them (q direction).

Typically, a film is deposited at elevated substrate T and then cooled
to room T. If a film having a lower op than the substrate were not
bonded to the substrate, the film after cool-down would be wider than

stresses develop so as to satisfy the force balance shown in Fig. 5.32b,
where right-facing arrows indicate tensile & and left-facing ones com.
pressive . In the following, we wil] assume that hy << hy << L ag
shown. For unit width in y, the force balance in the x direction, ne-

Y Y
Foub, o by w0 o (I—:;)fefh,. - —(szeshs (5.52)

Since h¢ << hy, it follows that e; >> ¢, (unless Y; << Yy). That is, essen-
tially all of the strain appears in the film, and the film’s lateral dimen-
sions are determined entirely by those of the substrate. In a
multilayer stack of films, the lateral dimensions of all of the films are
determined by those of the substrate. It is sometimes stated in the lit-
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d substrate: (a) film
5.32 Stresses between film an \

mded to remove stress, (b) expansion component of
substrate stress, and (c) bending component.

to some degree with indium; or (3) changes the intrinsic stress of the
overlying film by affecting its grain st:ruc‘?u're. Zh el

The substrate strain is usually neghglhlfe oompar:h e
strain, €, because hg >> hy. Then, e¢is given directly by the

thermal expansion:

0 1= 5.53)
_[(a‘rf”“'rs) dT = (Qpg -8y (Ty-T,) = g = (T)f"f (

T
° i e
where T, is the deposition T, T, 1:h1;h§‘ '1;‘- ;f:;r ;‘oﬂ-gﬂ::,dzx;(zs?ge . a{
e over s

;‘Sp;e;ﬂ:}t; :ie:x:ijigg frat;rm this thermal mism_atch can ?g‘ﬂ::;}::ethiz
ﬁ'gctut:e point upon cool-down. For example, if the oy diffe i
1(!;‘5/1( and Ty = 1300 K, then g = 1072, Note that.Eq. (5.53) .pl;e. o
only the extngnsic component of film stress. To estimate th(? z;cr::r;m-
couirponent, the total stress must be measured and the extrin

ponent, calculated from Eq. (5.53), must be subtracted.
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Total film stress is easil
y measured by the i i

frl:; zlﬁ;t:::e. “‘?;3 neglected this curvature in JE'c‘lugz:"Ir ; 1:-31121‘; ::h?lgog:::: in.
uniform component of subst e od

o o lent Strate stress, g,, th
e ; ft':;lr:e balance. Now, in Fig. 5.32¢, we neglect ca whi‘;z :isaur::ed
=5 2% uIf.:oml.)omz':nt. of substrate stress that is daue to be dim-
g results ff-om the exertion of film force only on the front fr':lcengf.'

the front face (z = +hy/2) to
= compressive on the back (z =
ic:;(;)ttlintl:e rela_ted to_ the s_ubstrate radius of curv(:atlg'e rhI:/?)- SW?BS
vk :I:-e:::;iall distortion, which is illustrated to tl;e’righing?l t:llz1 .
i 'a_rbitrary hg lf? :rfi' ;:}?stfrzatgh material having variable half-heigh‘:
bitra - a/z, the expansion at th

the bending is §, and the strain is &(z) = §/(a/2) Thj: i?&ziga;?: tO
. : on-

struction as Fig. 5.24, and :
that (@/2)/r = §/z. Thus, oo " ¢an Write, by similar triangles,

oL i \4
€(z) = o (TJSG(Z) (5.55)

Integrating over the substrate thickn

gives the substrate bending moment: TN thineoasion:tue e

+ha/2
3
M, = f o(2)2dz = [ Y_) . P Y
o 20z = | — | & o X 1
~h /2 (I*"’)B 12r (lav)alz r (5.56)

h : ;
where I, is the “moment of nertia” of the substrate for unit width in y.

Setting this equal to M; fro
: m Eq. (5. i .
ing total film stress to sll-zbstrateq (5 5;:15:@8 the desired result relat-

o = ;L) by oy yEW
f AT L = ==l
1-v/s 6rh, (l—ngﬁhf (5.57)

where K (m™) is the curvat i i
4 ure, with positive bei film
face and negative being concave. The same cur\?:fu?;n:::::: :;1 211
ey

——— —

————

3
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dimension of the substrate due to bending moments along the x axis,
so that the substrate is deformed into a dome. The dome may be
approximated as spherical, and the curvature is independent of the
size or shape of the substrate, L, x L’, as long as L, Ly << 1. Note that
for a given oy, K « 1/h,2, so that thin substrates considerably increase
sensitivity to of measurement.

Very small curvatures down to 10~ m~! can be measured by the
change in angle of reflection of a laser beam as it is scanned across the
substrate. Here the beam is acting as an optical lever. Alternatively,
optical interference fringes against a reference flat can be measured,
in which case any variation in K over the substrate is also readily de-
tected. The laser-beam technique can also monitor the buildup of in-
trinsic stress during deposition with the use of a ribbon-shaped
substrate suspended from one end only as shown in Fig. 5.33. By the
way, single-crystal Si wafers are ideal substrates to use for studying
the effects of process conditions on intrinsic stress, because they are:
(1) thin and well-controlled in h, to maximize sensitivity; (2) very flat;
(3) low-cost and often reusable by etching off the film; and (4) very well
characterized in Y, v, and o Y/(1 - v) is 181 GPa for Si(100) and 229
for Si(111), and o is 2.60x107%/K at 300 K (3.84 at 600 K and 4.38 at

1200 K). Most materials have higher oy, although quartz and Invar
(an Fe-Ni alloy) have o near zero.

We assumed above that of is constant through the thickness of the
film. In fact, of can vary with z, but the curvature measurement gives
only the average value across hy. For example, we will see in Sec. 5.6.3
that intrinsic stress arises both from the growth process occurring
near the surface and from any annealing which may be occurring
throughout the bulk of the film during deposition at elevated Tg. An-
nealing will have more time to proceed during film deposition for that
portion of the film deposited first. The annealing effect complicates the

heated

substrate b
position-
sensitive
photoconductor
strip

deposition

Figure 5.33 Technique for measuring intrinsic-stress build-up during
deposition: (a) light beam before deposition and (b) after deposition
of a compressive film.
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determination of o; versus z using
at a given z will continue to change

osition proceeds. Also, ¢ can vary with z whenever o¢becomes so high
that the film yields or creeps during deposition. This motion will al-
ways proceed in the direction of stress relaxation. Since it can happen
more easily further from the constraining influence of a rigid sub-
strate, it will cause oy to decrease with increasing z. Thus, Of can vary
either way with z depending on conditions.

There is also surface stress, which can becom
nent of o for very thin films [32]. Surface stress
face energy, v, of Eq. (5.35) and an elastic-
arises from the fact that for the surface
ids, the equilibrium bond length parallel
be larger or smaller than that in the bu
ment at the surface [33]. This means tha

want to expand or contract laterally, though it cannot do so because it
is bonded to the bulk. The resulting strain is often partially relaxed by
spontaneous atomic reconstruction of the surface (Sec. 6.5.3). Note
that the energy stored in this strain is in addition to the surface en-
ergy arising from the creation of new surface by bond-breaking.

We also assumed above that h¢ << L. However, when films are pat-
terned into fine lines for integrated circuitry or are deposited over
such lines, the line width becomes the relevant L, and one often has
h¢— L as shown in Fig. 5.34. For example, a typical metal intercon-
nect line on a memory chip is 1 um wide and 1 pm thick. This is still
another cause of of variation with z. Recall that stress is maintained
in a film by force transmitted across the interface from the constrain-
ing substrate. When hy << L, the resulting stress in the film is parallel
to the substrate as shown in Fig. 5.325b. However, the edge of a film
can have no stress parallel to the substrate, because the edge is not

the Fig. 5.33 technique, because Oy
after it has been measured, as dep-

e a significant compo-
is the sum of the sur-
strain term, dy/de. The latter
monolayer of crystalline sol-
to the surface (Fig. 4.2) may
Ik due to charge rearrange-
t the surface monolayer will
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Figure 5.34 Qualitative cross-sectional strain distributions ne

ar the edges of patterned
film lines that are under stress.
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Figure 5.35 Catastrophic failure from film stress.
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def?rmation, its structure degrades. In polyc i i
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ious g_ram-boun@ary problems that were discussed in Sec. 5.4.3 Ir;
ep:ta.xlal films, yield occurs by the generation and glide of di.slo.cs;ti-o
mth.m the crystal lattice (see Sec. 6.6); these defects are e i lrlls
de(t)nmental to electronic properties. L i
ne particularly dramatic and difficult probl
p.resswelly stressing polycrystalline films (}:f soémmzﬁlu:sbﬁgz:dcz?é
g‘leld point :alt T/Tp, > 0.4 or so. The stress relaxes itself by transportin
Im material to the surface and growing “hillocks” of it there 'I‘hg
trar.mport appa.aren“tly occurs by diffusion of the film material a-alon;
f;::ril-bo&nd;nes (“Coble creep”). Diffusion is known to be faster there
o in the ulk of the grains, and in the case of Pb, the known value
of the gra?m-boundary diffusion coefficient was found to agree with th
rate of h-Jllock growth [34]. Another clue is that hillocks tend to occuf'
over grain bou.ndaries. An unusually steep hillock in Al is illustrated
H]l; Fig. 536 Hillocks cause light scattering in optical applications and
sl ort circuits through overlying insulator films in electronic applica-
tions. The reverse problem of void formation also occurs in the same
’EI"ohﬁ metals v.vhe.n they are stressed in tension beyond the yield point
en, material is selectively transported out of certain regions of th. '
ﬁ]l’;‘lh to relax the stress elsewhere. il
e initial stress of a film after cool-down fr iti
often be kept below the elastic limit by minig?;irl}:dt:)l:;?g:)‘:xn’l? :23

Flgll' 5.36 Scam'mlg elﬂct‘lll]l Im‘cl'ﬂglﬂ}lll ofad Hm hlgll hill—
Wk in a 0.7 Hm th.lck A.l ﬂlm (Souroe Re rinted ho Re .

B

5.6.2 Problems 195

adjusting other deposition conditions, thus avoiding hillocks and other
problems of the yield regime. However, when subsequent processing or
use of the film involves thermal cycling, as in integrated-circuit manu-
facture, thermal mismatch to the substrate can increase stress beyond
the yield point. Figure 5.37 is adapted from a thermal cycling study
[36] between room T and 450° C of Al-1% Si and Al-2% Cu films sput-
ter-deposited onto oxidized Si(100) at room T. It illustrates the typical
hysteresis behavior that is observed in thermal cycling of films beyond
their yield point. The exact shape of the curve will depend on the ma-
terial, its thermal history, and the T ramp rate, but some or all of the
regimes shown will be observed. This particular film contains intrinsic
tensile stress after room-T deposition. Upon subsequent heating, the
high o of the film relative to the substrate causes film stress, of, to
become compressive, and the slope in this elastic regime is determined
by Eq. (5.53). The first decrease in slope with further T increase occurs
in this film not because of yield but because of the onset of recrystalli-
zation and grain growth, which reduces the disorder frozen into the
film during deposition. This amounts to a transition from a Z1 or ZT
structure to a Z2 or Z3 structure (see Sec. 5.4). Since the crystallites
have higher density than disordered material, these crystallization
processes cause the film to want to contract. This produces a tensile
stress component that partially cancels the thermal mismatch com-
pression and thus reduces the slope. Further T increase causes the
slope to reverse upon relaxation of the compressive stress due to yield.
Then, at the start of the down ramp in T, elastic behavior is first ob-
served, because the stress is now below the yield point even though
the T is high. (Elastic behavior can also be observed beyond the yield
point when the rate of strain change is much higher than the rate of
relaxation by yield.) With further cooling, the film crosses into tension,
and when the tensile stress becomes high enough, the film again
yields, and the slope decreases. Finally, the slope increases back to-
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ward the elastic value near room T due to hardening of the film
against yielding at the lower T. Information about how various materi-
als yield as a function of strain and T is available in deformation-
mechanism maps [37].

5.6.3 Intrinsic stress

Intrinsic stress is incorporated into the film during deposition or
post-deposition treatment; that is, it is intrinsic to these processes.
Here, we will focus on stress arising from the deposition process. In-
trinsic stress is commonly observed and has at least three origins:
chemistry, microstructure, and particle bombardment.

Chemical reactions occurring in the deposition process can produce
stress whenever they continue to occur to some extent beneath the
growth surface, where the film structure is beginning to become frozen.
Reactions which add material to this structure produce compressive
stress, and those which remove it produce tensile stress, as one would
expect. For example, chemically-reactive metals such as Ti which are
deposited in poor vacuums or with O, background gas deliberately
added can develop compressive stress [38] due to oxidation proceeding
beneath the surface. Conversely, plasma-deposited silicon nitride
(SiNyH,) made using SiH, and NH; gas develops high tensile stress be-
cause the triaminosilane precursor radical, Si(NHy)3, continues to
evolve NHg gas from beneath the growth surface as it chemically con-
denses toward SigN4 [39] (more in Sec. 9.6.4.2). These chemical pro-
cesses can also modify stress during post-deposition treatment.

The microstructure of the film and its evolution with time beneath
the growth surface can produce tensile stress. In terms of the zone
structure discussed in Sec. 5.4, films that are well into Z1 have little
stress, because stress cannot be supported across the microvoids
which separate the columns of material. However, as the film moves
toward the dense ZT or Z2 structures, the microvoids collapse enough
to allow atomic attraction across them. Then, tensile-strained bonds
develop, and the resulting tensile stress cannot relax if the material is
within its elastic limit. Additional tensile stress can develop when re-
crystallization of disordered material or grain growth is proceeding be-
neath the surface of ZT or amorphous films, due to densification as
mentioned in the discussion of Fig. 5.37. At higher T/Ty, well into Z2
or Z3, yield occurs more easily and partially or completely relaxes
these microstructural tensile stresses. Both densification and yield
can further occur during post-deposition annealing.

Bombardment of the film surface by ions or energetic neutrals can
produce compressive stress both by implanting these particles into the
film and by momentum transfer to surface atoms. Momentum transfer

£
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forces the surface atoms into closer proximity to each other than their
relaxed bond lengths, and they become frozen in this compressed state
when T is low. This is similar to the shot-peening and ball-peen-ham-
mering processes which are used to compressively st_ress the surfaces
of bulk metals, and it has thus been termed “ion peening” [38]. Thg en-
ergetic bombardment available in energy-enhanced _ﬁlm—deposlt{on
processes is a very effective way to counteract the tensile stress \.vhlch
arises from chemical or microstructural effects. In some cases, it can
be controlled to just neutralize the stress. \

Figure 5.38 shows the general behavior of film stress, og, with pro-
cess pressure, D, in sputter deposition (Thornton, 1986). Some eﬁl'e.cts
of p on microstructure were discussed in Sec. 5.4.1. The transition
from Z1 to ZT with decreasing p in sputtering is due both to a decree:se
in the spread of incident angle of depositing particles and !;0 an in-
crease in particle kinetic energy. This transition causes i}ensﬂe stress
to rise as the microvoids collapse. The height of the maximum tensile
stress correlates with decreasing deposition/melting T, TB/T,En, for
many metals (Thornton, 1989), presumably because the stress is less
able to anneal itself out at lower Ty/Ty,. At still lower p, stress drops
again due to compaction by energetic bombardment, and for some ma-
terials it becomes compressive. Compressive stress can also belob-
tained by using a negative bias on the substrate to increase lon-
bombardment energy. Ion bombardment has the same effect in othfer
energy-enhanced processes, and is discussed in a general context in
Sec. 8.5.3. : : :

Despite the above discussion, the origin of intrinsic stress in a given
deposition situation is frequently not known, and much work remains
to be done in this area to understand and control this stress.

5.7 Adhesion

Loss of film adhesion requires both high stress and weak l_)onding 'at
the interface to the adjoining layer or substrate. Then, the interfacial
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bond wﬂl fail by either peeling or buckling as shown in Fig. 5.35
depending on the sign of the film stress. The stresses contributing tc;
de-adherence include not only the intrinsic and thermal-mismatch
stresses, but also the stress applied to the film in its application. For
examp_le, coatings on cutting tools are subjected to high local stress at
the point of contact with the material being cut. Coatings on high-
power laser optics are subjected to high thermal-mismatch stress dur-
ing the laser pulse (“thermal shock”). Wire bonding to metal films on
mtegx_‘ated-circuit chips generates high stress whether the thermocom-
pression or the ultrasonic bonding method is used. In such applica-
tions, strong interfacial bonding is crucial. Conversely, if external
stresses are not present in the intended application and if the initial
film stress is low, weak interfacial bonding may not result in de-adher-
ence. Also, since the shear force at the interface is proportional to film
thickness in accordance with Eq. (5.52), thicker films fail more easily
under a given stress than do thinner ones. Gas evolution from films
can also cause de-adherence if the gas becomes trapped at the inter-
face 50 that it builds up pressure there. Sputter-deposited films often
contain a percent or two of Ar, and plasma-CVD films can contain tens
of percent of H.

Sometimes, one wants to remove the film from the substrate to pro-
duce a free-standing membrane for use as, say, an x-ray window or a
targe.t in a high-energy-physics experiment, in which case interfacial
Pondlng needs to be minimized. But more commonly, good adherence
is desired. We have already examined the factors which affect interfa-
cial stress. Here, we examine first the factors that inhibit bonding and
then the process remedies used to promote bonding.

Since chemical bonding forces extend only a few tenths of nm, only
one monolayer of poorly-bonded contaminant can be sufficient to pre-
frent bonding of the depositing film material to the substrate. We saw
in Set.:. 3.4.2 that ordinary surfaces tend to be contaminated with wa-
ter, oil, and salts. Most of this contamination can be removed by sol-
vent degreasing followed by rinsing in deionized water, but the last
monolayer or two usually remains. Even if chemical etching [40] is
employed as a final step, upon exposure to the air most surfaces will
read_sorb a monolayer or two of water, organic vapors, and COy. These
species .will physisorb on any surface even at partial pressures well be-
low their saturation vapor pressures whenever their bonding is stron-
ger to that surface than to their own condensed phase, as we discussed
in Sec. 5.1. In special cases such as H on Si and on GaAs (Sec. 6.3),
3}1rfaces can be chemically passivated against contaminant adsorp-
tion, but then one has a monolayer of adsorbed passivant to deal with.

The adsorbed contaminants end up sandwiched between the film
material and the substrate and can block chemical bonding between
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the two materials. Thus, unless both the substrate and the film bond
chemically to the adsorbate, the interfacial bonding remains weak. In
some cases, chemical bonding does occur. For example, metals that
form strongly bonded surface oxides can be deposited one upon the
other with good adherence because the interfacial oxide forms a strong
pridge of chemical bonding between the metals. Indeed, film adhesion
correlates well with the free energy of formation of the film metal’s ox-
ide [41]. The metals Ti, Zr, Cr, and Al have particularly strong oxides,
while Zn, Cu, and the noble metals have weak ones. Adsorbed water,
organics, and CO, also are likely to form strong oxide and carbide
bonds at the surfaces of reactive metals.

Even if the adsorbates are removed in the deposition chamber so
that deposition is carried out on an atomically-clean surface, interfa-
cial bonding will be weak if the film and substrate materials have such
different bonding character (covalent, ionic, or metallic) that they do
not easily bond to each other. This was discussed in Sec. 5.3.1 follow-
ing Eq. (5.36) on the wetting criterion. There, the poor adherence of Au
to SiOy was improved by inserting 10 nm or so of the “glue” layer Ty, so
named because it forms both strong metallic bonds to the Au and
strong covalent bonds to the oxide. Conversely, even an active metal
like Ti can be peeled easily from the jonically-bonded material CaFs. A
film of CaF is therefore useful as a “parting layer” in making free-
standing metal membranes.

There are several ways to remove physisorbed molecules once the
substrate is in the deposition chamber where it will not become recon-
taminated. Heating either desorbs them or activates their chemisorp-
tion, per Eq. (5.5). In the chemisorbed state, they may no longer
inhibit interfacial bonding. The progress of desorption can be followed
by the accompanying pressure burst or with a mass spectrometer (Sec.
3.5). Alternatively, exposure to Hy plasma reduces many oxides and
removes them as HyO, whereas O plasma oxidizes organics and re-
moves them as CO, and HyO. Bombardment with ions of >100 eV or
so from a plasma or from an ion gun can remove any surface species by
sputter erosion. However, a small fraction of this material is sputtered
forward instead and is thus embedded beneath the surface—the so-
called “knock-on” effect. Plasma operation is discussed in Chap. 9.

Energy input to the substrate surface from ions, electron beams, or
UV light can desorb contaminants and can also break bonds within
the surface, thereby activating the surface toward bonding to the film
material. Irradiation after film deposition can also improve adherence
as long as the film is thin enough so that the radiation penetrates to
the interface [42, 43]. In energy-enhanced deposition processes such

as sputtering, activation energy for interfacial bonding is carried by
the depositing material itself, and this results in consistently better
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adhesion than is achieved using thermal-evaporative deposition of the
same material.

More severe measures can be taken to further improve adherence if
interface abruptness is not important. Mechanical or chemical rough-
ening of the substrate improves adherence by increasing the bondable
surface area and also by mechanically interlocking the materials on a
microscopic scale. Deliberately grading the interface composition im-
proves adherence in several possible ways: dispersion of interfacial
contaminants, increase in number of bonds between the two materi-
als, and inhibition of fracture propagation along the interface. Gener-
ally, it is not clear which mechanism dominates. Gradation can be
achieved by thermal interdiffusion (Fig. 5.27b) or by “ion mixing” (Sec.
8.5.3). However, interdiffusion can weaken the interface if voids de-
velop (Fig. 5.27e). Ion mixing occurs when ion bombardment in the
keV range is present at the start of deposition to cause significant
knock-on mixing of the film material into the substrate. When the ions
are of film material itself, they mix also by their own shallow implan-
tation. These effects typically extend over a range of a few nm. Be-
tween successive film layers, gradation can alternatively be achieved
by gradually switching from the deposition of one material to the
other.

One can see that the various adherence remedies each have their
own problems and constraints. One should first establish that there is
an adherence problem for the application at hand before taking reme-
dial measures. The choice of remedy will usually be determined by
constraints imposed by the materials involved, the interfacial struc-
ture desired, and the equipment available. Sometimes, changing the
deposition conditions to reduce film stress is a better solution.

5.8 Temperature Control

It is clear by now that substrate temperature, Ty, is a very important
variable in the deposition process, having profound effects on the
structure and composition of films and interfaces. Since T is such a
common quantity, its measurement is often treated casually. Unfortu-
nately, Ty measurement is very difficult in the vacuum or partial-vac-
uum environment of most thin-film deposition processes. This is
because thermal coupling to the substrate in vacuum is poor; yet one
usually does not want to attach a T sensor directly to the substrate,
because the substrate would become contaminated and/or needs to be
moved during the process. There are noncontact techniques for meas-
uring T, but they have shortcomings which we will examine later.
Sometimes substrates are suspended in the deposition chamber—
especially when they are irregularly shaped. In this case, T control is
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particularly difficult unless the entire chamber is heated to Ty so that
the substrate is immersed in an isothermal enclosure. Flat substrates
such as glass plates or Si wafers can be placed on a heated platform.
The platform T, T}, can be measured accurately and can be cor}trolled
closely by the feedback techniques discussed in Sec. 4.5.3. It is often
assumed in the literature that T, = T}, in such a situation. The fallacy
of this assumption is made clear by examining the substrate-platform
interface on a microscopic scale, which is done schematically in Fig.
5.39. Because most surfaces are not atomically flat, intimate atomic
contact occurs only at a few points, and these points add up to a negli-
gibly small fraction of the macroscopic interface area. Even if the sub-
strate is clamped around the periphery to a platform which is slightly
domed so that the clamping force is distributed over the whole area,
the contact area will still be negligible unless one of the two surfaces is
so soft that it deforms and thus conforms to the other surface. Con-
formable thermal-contact materials can be used at the interface, but
then contamination is a concern. Vacuum grease is one such material,
but its vapor pressure rises steeply with T. Ga-In eutectic alloy is lig-
uid at room T and still has low vapor pressure at high T (see Appendix
B), but it requires chemical etching to remove, and Ga also alloys with
most metals. Pure In is an alternative which melts at 156° C, and
there are many refractory metals with which it does not alloy [26].
However, in the majority of cases when conformable or liquid contact-
ing layers cannot be used, contact area between substrate and plat-
form will be negligible.

The good heat conduction provided by the solid phase can only occur
where there is atomic contact to transfer the heat by phonon vibra-
tions and, in the case of metals, by electrons. Therefore, for the geome-
try of Fig. 5.39 where atomic contact area is negligible, heat transfer
under vacuum can occur only by radiation, which results in a substan-
tial difference between T}, and T;. When pressure is higher, gas-phase

gas a
substrate conduction radiation

Dt 2
0050000000455 500000,
platform contact point

Figure 5.39 Microscopic schematic of the typical interface between a substrate and
its heated platform.
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heat conduction occurs in parallel to the radiation. In the following
subsections, we will analyze these two mechanisms and then discuss T
measurement techniques. Usually, T is lower than Ty, because of heat
loss from the substrate to the surroundings. However, if sufficient en-
ergy is arriving at the film surface during deposition, T, will increase
with deposition time and can actually become higher than Ty. This ef-
fect is especially important in energy-enhanced processes; but even in
thermal evaporation, radiation is arriving from the hot evaporation
source. In sputter deposition, energy is arriving both as kinetic energy
of the depositing atoms and as ion bombardment.

5.8.1 Radiation

Heat transfer can occur in a vacuum only by radiation. We will ana-
lyze this process in some detail here for common substrate-heating sit-
uations in order to illustrate the large T differences which can arise
and how to predict and minimize them.

The maximum amount of radiation flux which can be emitted by a
surface, ®y,, is given by the Stefan-Boltzmann blackbody radiation law
[Eq. (4.19)], which is also plotted in Fig. 5.40. Real surfaces emit a
fraction &) of that amount, where € is the emissivity and is a function
of the radiation wavelength, A. Real surfaces also absorb only a frac-
tion o, of the radiation incident on them. To allow analytical solutions
to heat-transfer problems, one must make the “gray-body” assumption
of constant €, and o over the A involved; that is, €, = € and oy = o
Since this is not always realistic, and since € and o usually are not
known accurately anyway, radiative-heat-transfer calculations of Ty
are best backed up by calibration under actual deposition-process con-
ditions. Nevertheless, the analytical solutions give important insight
into radiative behavior as well as useful estimates of Ts. The gray-
body assumption also means that € = o for a given surface, a thermo-
dynamic fact known as Kirchoff’s law.

The problem with the gray-body assumption is illustrated using Fig.
5.41, which shows how spectral blackbody radiation, ®;, is distrib-
uted in A at 670 K. (total @, is the integral of ®y; over A.) When a
quartz substrate is being heated by a platform at this T}, it absorbs
the longer-A portion of the distribution (o, —1) by lattice-vibration
(phonon) coupling, but it is transparent to the shorter-A portion
(03, —0). If T}, is raised, the peak of the distribution shifts to shorter A
in accordance with Wien’s displacement law,

Apeak (1m) = 2898/T (K) (5.58)

This causes the A-averaged o of quartz and other visibly transparent
or white (high-band-gap) materials to decrease with increasing T

5.8.1 Radiation
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The opposite situation occurs for semiconductors, whose band gaps,
Eg(eV), are low enough that the fundamental absorption edge, given
by A (um) = 1.24/E,, begins to overlap the radiation A range and cause
absorption at short A. Semiconductors are transparent only between
A, and the much longer A of lattice absorption, except at high T, where
thermally generated charge carriers can absorb radiation within this
window. The same factors cause € to change with A. For example,
ceramics have low € in the visible and high € in the infrared. The ¢ of
metals is less dependent on A but increases dramatically with surface
oxidation, typically from 0.1 to 0.7.

To illustrate the effect of € and o on radiative heat transfer, we will
examine a few simple cases. Here, the substrate will be taken to be
much wider than the heat-transfer gaps involved, so the heat flow is
one-dimensional. Also, we will use ¢ for a, since € = o for “gray” bodies.
Consider the geometry of Fig. 5.42, where the substrate is receiving
heat on face 1 and losing it to cold surroundings on face 2. A T differ-
ence, AT = T}, — T, develops because the substrate is losing heat from
both faces (1 and 2) but receiving it only on face 1. If, instead, the sub-
strate were enclosed by the heater on both faces, thermodynamics
would require T to equilibrate at T},. Let ®;" denote that fraction of
the radiation flux emitted from the it! surface that is not reflected
back to it and readsorbed; that is, ®;" is the net emission. If we also

T,
"o

——
ambient T

p———

4
EschS

-

film
deposition

heated substrate (s)
platform (h)

Figure 5.42 Geometry for radiative and gas-conductive
heating of a substrate.
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consider a gas-conductive heat flux, @, and a heat flux from the depo-
sition process, ®4, we have the following heat-energy balance for the
substrate in steady state:

(Dh"'d’c*q’d_ = ¢’Sl+¢s%

v .4

(input) = (output) (5.59)

First, we will deal with vacuum, where there is no gas conduction.
We will also neglect ®,, and we will let ey, and g5 be < 1 and &5y = 1. (If
all the € values are < 1, calculations get more complicate_d.) Given that
€41 = 01 = 1, all of the radiation emitted from surfa_ce_h 1slah_sorbed’by
s1, and none is reflected back to h, so the net emission is just @y, =
£,0T! [see Eq. (4.20)). However, part of the radiation emitted from sl
is reflected from h and readsorbed by s1, so @', is the difference be-
tween these two fluxes:

4
oT- (1-¢,)oT, = e,0T,

recalling that (1 — o) = (1 — &). Thus, the heat balance of Eq. (5.59)
becomes

4 4
ahGTS + Eschs

Dl (5.60)

Note here that we have assumed Ty = Ty, which is quite reasonat-)le
since heat transfer in solids is much faster than in gases or by radia-
tion. In the limiting case where g5—0 in Eq. (5.60), we find that
T,—T}, because the substrate is losing heat only frorln faf:e ‘1, face 2
having been declared a perfect insulator. In the opposite limit, whe:re
£g0 = £¢1 = & = 1, AT is a function of €}, which is plotted as curve a in
Fig. 5.43. There, AT is minimized by maximizing €y, as one woqld
expect. Heater surfaces composed of ceramic have g, = 1, and heavily
oxidized metals have g, = 0.7+0.2, while shiny metals he?.ve much
lower g, of 0.1+0.1. The minimum AT of curve a, for g = 1, is 0.16T},.
For a T}, of 600° C, this AT would be 140°, a substantial difference
indeed! It can be shown that AT is also 0.16T}, for e, = 1 and any &, (see
Exercise 5.14). For substrate heating from the back by radiation only,
as in Fig. 5.42, AT can be reduced further only by reducing €, but .Of
course &g is fixed by the film being deposited. In fact, a difference in

4
shcsTh

or AT
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Figure 5.43 Behavior of AT with various € values. Curves a, b, and ¢ are for
the geometry of Fig. 5.42, and solutions given are as follows: curve a,
Eq. (5.60); curve b, Eq. (5.63); curve ¢, Exercise 5.15. Curve d is for the
geometry of Fig. 5.45 and Eq. (5.66). Note that AT = 0 whenever g = 0.

€49 from substrate to film will cause T to begin rising or falling toward
a new steady-state value once deposition begins.

Consider next the case where all the € terms are <1, and let them all
be equal for simplicity. This leads to the multiple reflections shown in
Fig. 5.44 between facing surfaces h and s1. Surface h emits a fraction €
of the blackbody radiation, and (1 — o) [= (1 — €)] of this fraction is re-
flected from s1. A fraction o (= €) of the reflection is reabsorbed by h,
and this is now a fraction £2(1 — ) of the blackbody radiation. Follow-
ing this progression, we see that the sum of the reabsorptions is an in-
finite series having a closed-form solution:

i ¥
e(1-¢) Y a e L"‘)z = fle) (5.61)
o (1-(1-¢)]

Figure 5.44 Multiple reflections
between surfaces.

. heater (h) =— AT —= 4 substrate (8)
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Thus, the net emission from h (and also from s1) is

o = [e-fe)oT] = (75 )oTi (5.62)

and the heat balance for the substrate in Fig. 5.42 becomes

£ 4 £ -+ 4 = -1_ 1/4
(m)GTh - (i_—e)UTs * EGTS or AT = 1:1 = (3 = E) ]Th (5.63)

This function is plotted as curve b in Fig. 5.43.

Another common substrate-heating situation is illustrated in Fig.
5.45, where the substrate is held by a pallet or carrier plate that is
placed in front of the heater or transported past it during film deposi-
tion. This introduces two more surfaces, p1 and p2, between the heater
and the substrate, which further increases the AT between them. For
the case where €, = €51 =€pp =€ and €4 = £ = 1, the heat balance for
the pallet is essentially that of Eq. (5.62) with a second input term
added for back-radiation from the substrate:

€ 4 £ 4 4
(5% JoTh +eoT; = (55 JoTp + 0T, (5.64)

The heat balance for the substrate is equivalent to that of Eq. (5.60):

ecT; =1 +E)UT: (5.65)

Combining these two heat balances to eliminate Ty yields the remark-
ably simple result that

AT =1 -(g)m]'rh (5.66)

which is plotted as curve d in Fig. 5.43. To minimize AT, it is important
that ep, €51, and € all be large. The geometry of Fig. 5.45 also applies

pallet (p)

Figure 5.45 Geometry for radia-
tive heating of a substrate held
on a pallet.
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to the situation where the substrate is directly facing the heater (no
pallet) but is covered by a shutter on the deposition face to block depo-
sition during vapor-source start-up. In this case, the pallet of Fig. 5.45
would become the substrate, and the substrate would become the
shutter. Clearly, the substrate will be hotter when the shutter is in
place, due to radiation and reflection from the shutter. When the shut-
ter is swung away to commence deposition, the substrate will begin to
re-equilibrate at a lower T (see Exercise 5.16).

Because a large AT always develops between the heater and the
substrate whenever radiation is the only mode of heat transfer, it is
best to monitor Ty directly during deposition. When this is not possi-
ble, T, can be calibrated against T}, by using a “dummy” substrate that
has a T sensor firmly attached. However, the accuracy of such a cali-
bration will be limited by variation in the & values with time or by
variation in the heat-balance conditions such as the removal of a shut-
ter or the input of heat from the deposition process.

5.8.2 Gas conduction

When the pressure during film deposition is more than a few Pa, gas-
conductive heat transfer begins to provide a significant parallel path
to radiation for thermal coupling between the heater platform and a
substrate placed on it, as illustrated in Fig. 5.39. That is, the ®, term
in the basic heat balance [Eq. (5.59)] becomes significant. From the
kinetic theory of gas heat conduction (Sec. 2.8.3), we know that

D, = hcAT (5.67)

The gas heat transfer coefficient, h,, is given by Eq. (2.32) when the
gas mean free path, /, is larger that the gap, b, between the two sur-
faces. Then, h, is independent of b, because the molecules are simply
bouncing back and forth between the surfaces. On the other hand,
when [ << b, h, is replaced by Ky/b in accordance with Eq. (2.31),
where Ky is the bulk thermal conductivity of the gas.

Using Eq. (5.67) and the geometry of Fig. 5.42, and assuming for
simplicity that €, is unity and €, = €59, we have the following heat bal-
ance on the substrate:

e, 0Ty +hAT = 2e,0T: or e,0( Ty-2TS) = -h AT  (5.68)

This can be simplified by factoring the T* polynomial as wag done in
Eq. (4.27), and by taking all the resulting T2 terms as T}, terms,
which is reasonable when AT << Th' Then we have
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/! 3 1/4
(T‘;-z'r:)=[1 gl Byl 02 4JTh(Th—2 TEJ

= T (63AT-Ty)

(5.69)
or, upon inserting into Eq. (5.68),
g
h
AT:_ﬁ.— or ALT=$+._C4 (570)
6.3550Ti +h, h g oT,

Note that for h,—0 (radiation only), AT/T},—0.16, in .agreemellnt with
Fig. 5.43 for g}, = 1. Conversely, for h,—, AT—0. For intermediate h,,
if ep<l, the 6.3 factor in Eq. (5.70) will change, but as long as
AT << Ty, the linear form will remain; that is, /AT = A + Bh,, where A
and B are functions only of T}y, and the ¢ values. Since by Eq. (2.32),
h, « Y'¢,p/ (/MT) , we can also write, assuming T ~ Ty, that

Yec,p
Ty

(5.71)

1 —
ﬁ_A+B

The above formula is very useful for simplifying T calibration using
a “dummy” substrate, which would typically haw? a thermocouple
glued to the surface as discussed in the next subsection. When a depq-
sition process is to be run at various conditions of p al:ld gas composi-
tion, AT can vary significantly; but rather than calibrating for all
process conditions, the following procedure can be used. For each T},
the constants A and B are determined by making two measurements
of T: one in vacuum and one at some typical process gas pressure.
Then, interpolation can be used to determine AT f?r other gas compo-
sitions and pressures. If c, is not known for a particular gas, it canlbe
estimated by the procedures in Sec. 2.4. The thermaljaccomquatmn
factor, Y/, can be taken as unity except for He, as dlscusz';ed in Sec.
2.8.3. Figure 5.46 shows the Eq. (5.71) correlation for a S} substrate
sitting on a heavily-oxidized metal heater at T}, = 730 K: using various
gases. The data for the various gases fall on a straight line extrapolat-
ing to the measured AT under vacuum, as expected, and the effect of
gas conduction on reducing AT is seen to be substantial at 140 .Pa. The
vacuum AT measured here corresponds to AT/T}, = 0.17, meaning Fhat
e ~ 0.9 from Fig. 5.43, about what is expected for a heavily oxidized
metal. The He data have a slope of 0.2 times that of the other gases,
which means that Y = 0.2 for He on these particular surfaces. Al-
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0.02

Figure 5.48 Gas-conduction cor-
relation for T}, = 730 K [44].

c.p

( J/mol- K, Pa, g)
M

though He is often thought of as a good heat-transfer gas because of
its high atomic speed, Fig. 5.46 shows that it is actually poor because
of the low Y. Conversely, NHg is quite good, because its molecular
weight, M, is reasonably low, and yet it has high ¢y from its many mo-
lecular degrees of freedom. For process gases other than He, where vy
= 1, one AT measurement under vacuum and one at a typical process
pressure are sufficient to construct the Fig. 5.46 plot from which AT at
other process gas pressures and compositions can be interpolated.

The above discussion has assumed gas conduction with Kn > 1.
However, when the gap, b, is larger or pressure,p, is higher so that Kn
<< 1, h, must be replaced by Kyvb, so that the gas-conduction contribu-
tion to Ty now decreases with increasing b, does not increase with in-
creasing p, and does not involve Y (see Fig. 2.9). At p approaching one
atmosphere, however, “convective” gas heat transfer is added forb > 1
cm or so, due to gas circulation in T gradients (more in Sec. 7.2.3).

We have mentioned above several instances of a change in heat flux
to the substrate occurring at the start of film deposition, including
shutter opening, emissivity change due to the presence of the film, or
process heat input. Heat flux also changes if T}, is changed between
layers of a multilayer film structure. These flux changes, which we
will call A®, cause a transient response in substrate T from its initial
value, T, to a new steady-state value, T/, as illustrated in Fig. 5.47. A
similar transient response was analyzed in Sec. 4.5.3 for an evapora-
tion crucible subjected to a change in set-point T. The heat balance
given there, Eq. (4.26), can be rewritten for the present case as
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Ze— slope = AAD/M,

Figure 5.47 Transient response of
substrate T to a step change, A®,

? initiation of A® in heat flux at time t = 0.
0 t
dT (dT ]
L g W
AAD = mT(—Et—)o = o™\ 5 /s (5.72)

where A = substrate area
mp = thermal load (J/K)

cgs = heat capacity of the substrate, J/gK

and where subscript o denotes the initial Ty slope. (When the transient
of a substrate plus its carrier plate is being considered, the mrp of the
carrier plate must be included too.) If the T; slope is measured using a
substrate having a T sensor attached, A® can be found from Eq. ('5.72).
This procedure is especially useful for determining process hea't input,
®,4, as has been done for plasmas [45]. Here, the substrate itself is
being used as a calorimeter. Equation (5.72) can also be used to esti-
mate the time constant, 1, for Ty restabilization if A® and the T
change, T, — T, can be calculated from known € values and h,. Then,
assuming exponential decay behavior,

i 13

- (5.73)
(T,/dt)_

T

as shown in Fig. 5.47.

5.8.3 Measurement

Temperature (T) can be measured using any material property that
changes with T, as most properties do. We will focus here on a few‘ of
the more common techniques. Because of the large AT associated with
radiative heat transfer, T measurements at low pressure (where gas
conduction is poor) are preferably made with the T sensor in solid con-
tact with the object being measured. Alternatively, the emitted radia-
tion itself can be measured with an optical or infrared pyrometer. We
will first discuss contact sensors, the most common one being the ther-
mocouple.
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Thermocouples are simple devices, but their application involves
several pitfalls which are easily overlooked, so we will discuss them in
some detail. The device is based on the existence of an electrical po-
tential difference, A9, between any two metals in contact with each
other. The chemical potential, y, of an electron in a metal is at the
Fermi level, which is lower than that of an electron in vacuum by an
amount called the work function, ¢,. Metals differ in ¢y, and therefore
they differ in electrical potential by A¢ = A¢,, Consider the thermocou-
ple measurement circuit shown in Fig. 5.48a, which involves the com-
mon thermocouple-alloy pair Chromel and Alumel (labeled Ch and Al)
plus the Cu wiring and terminals of the millivoltmeter. There are two
Ch/Al junctions, a “hot” one at T}, and a “reference” one at T,. How-
ever, every junction between dissimilar metals will involve a A¢, in-
cluding the Ch/Cu junctions at T; and Ty. Now if the whole circuit is
at the same T, then A¢), = ~A¢,, since these are identical junctions in
reverse; and similarly, A¢; = —Adq. Thus, the potentials around the cir-
cuit add up to zero, as they must to avoid generating energy out of
nothing. But A¢ is a function of T, so if T}, is higher than T;, a potential
of AV = |A¢h| — |Ady| is read on the meter (shown as mV). Similarly,

Ad,
Ch o] By §
T
Th< 140 o Ch le @Iw
(@) 2 5 Cu
2
T,
Ch I e
Th< Al T @
b) Cu
Ch "zl Cu
T : Al Tl..l AV !_ Cu i
(c) . e e

T, compensator

Ady

i N Cu
e

Th< T, A, E2 @

;]_/--—-» Cu
f . 8% yacuum
& radiation foedthrongh

Figure 5.48 Typical thermocouple measurement
circuits.
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if T; # Tq, there will be an additional but unwanted AV, so these two
junctions should be mounted on the same solid block.

Thermocouple-alloy pairs are formulated to both maximize and lin-
earize their T response. For Ch/Al, d(AV)/dT = 0.04 mV/K. The choice
of alloy depends on process conditions. Ch/Al is resistant to oxidation.
Pt/(Pt-Rh) is even more chemically resistant but is expensive. (W-Re)/
(W-Re) withstands the highest T. Here, Re is alloyed into both legs to
reduce brittleness, and in unequal amounts to produce a A¢,,

For accurate measurements, T, must be known, because AV o< T}, — Tr.
Since it used to be common to use a melting ice bath for T,, many ther-
mocouple calibration tables are calculated for T, = 0° C. If the refer-
ence junction is omitted as in Fig. 5.48b, the effective reference
junction becomes the terminals of the meter, since a Ch/Cu junction
and an Al/Cu one in series are equivalent to a Ch/Al junction. This
equivalency can be seen by imagining the Cu leg shortening until it
disappears. Thus, the reference T becomes the ambient T of the meter,
T,. To use 0° C reference tables with readings made this way, one must
first add to the meter reading the AV which that thermocouple would
generate with a T difference of (T, — 0)° C. If the meter reading is used
in a feedback loop to control T}, omitting the reference junction will
cause T}, to drift if T, drifts. In such applications, one can insert a “ref-
erence-junction compensator” as shown in Fig. 5.48¢, which electroni-
cally generates the AV correction signal appropriate for its own T,.
Most thermocouple monitoring meters have built-in reference-junction
compensators.

Two additional junctions are present in the circuit when “extension
alloys” are used, as shown in Fig. 5.48d by E1 and E2. Extension al-
loys avoid long runs of expensive Pt-Rh and allow W-Re to be read
through a vacuum feedthrough. W wire leaks gas because it is fibrous
rather than solid, so it cannot be fed through a vacuum seal. Exten-
sion alloys are formulated so that Ap; = -Apy if T; = Ty in Fig. 5.48d, no
matter what the T. However, if T; # Tj, large errors can result. Thus,
these junctions should be close to each other and carefully shielded
from heat sources such as radiation from evaporation sources and sub-
strates. Also, the alloys must not be reversed!

Various thermocouple attachment techniques are shown in Fig.
5.49. The thermocouple is best attached solidly to the object to be
measured, and it should be of fine wire so that it does not conduct too
much heat away. When the object is metal, spot-welding can be used.
If each leg is separately welded to the object (a), a broken weld is
readily detected as an open circuit, whereas if the thermocouple junc-
tion were welded to the metal as a unit, a broken weld might go unno-
ticed and give bad T} data because of the loss in thermal contact.
Contact to nonmetallic substrates can be made with braze alloy or ce-
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Figure s.lo'Vnriuus thermocouple attachment techniques: (a) separate spot-welding,
(b) cementing, (c) burial in a well, (d) compensating probe [46], and (e) sheathed probe.

ramic cement for use at high T (b), and with polyimide at <400° C. Al-
ternatively, the thermocouple can be buried in a deep well drilled into
the substrate (c). In this case, it will reach the T of its surroundings as
!ong as the heat lost down the wires is much less than the radiation it
18 receiving. Thermocouples simply pressed against a surface are often
used at atmospheric pressure, but this can lead to a large error under
vacuum because of the poor contact pointed out in Fig. 5.39. To cancel
this error, a recently proposed compensating probe [46] uses two ther-
mocouples, T, and T,’, and adds heat as shown in (d) until the T drop
along the proge shﬂf{, (Tp - Tp’ ), is zero, at which point (Tg — T,) must
also be zero; that is, there is no net heat flow from the substratl:e down
the probe. For operation in electrically noisy environments such as
plasma and for ease of accomplishing vacuum feedthrough, metal-
::Ea;ged thermocouples (e) are available with sheath diameters down
.25 mm.

There are other solid-contact T sensors which are not electrical and
are therefore useful where substrate transport makes wiring awk-
ward or where electrical interference is severe. One is an adhesive
tape having dots which permanently turn black once a certain T has
been reached. Another is the fluoroptic thermometer [47], which uses
a dot of phosphor painted onto the substrate. The phosphor is acti-
vated by a pulse of UV light from a fiber-optic probe, and the decay
time of the resulting phosphorescence is measured. Decay time de-
creases with increasing T in a well characterized and reproducible
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manner. Both of the above devices are usable only up to 600 K or so,
and they also outgas somewhat under vacuum.

When no contact to the substrate is acceptable, T, can be found from
its radiation flux at some A using @, = €, Py, where @y, is given by
Planck’s law (Fig. 5.41). “Optical pyrometers” are used for this pur-
pose, operating in the red for >900 K and in the infrared (IR) at lower
T. The lower the T, the larger an area must be sampled to gather suffi-
cient radiation for detectability. The viewing window must be big
enough so as not to occlude the area being sampled, it must be trans-
parent to the A band being measured, and it must be kept free of de-
posits. The main problem with pyrometry is uncertainty in &,, which is
best determined directly using a thermocouple on a “dummy” sub-
strate to calibrate the pyrometer. However, film deposition will change
€, 80 this should be corrected for during deposition (“adaptive calibra-
tion” [48]). Also, spurious radiation sources must be avoided, such as
heater radiation being transmitted through the substrate [49]. Above
900 K, the area sampled can be small enough to allow observation of
the mouth of a well drilled into the substrate. Such a well behaves as a
blackbody and therefore has an effective ¢, of unity, as discussed in
Sec. 4.2. When a well cannot be arranged, €; must be determined as
above.

5.9 Conclusion

We have examined here the factors determining film structure, topog-
raphy, interfacial properties, and stress. There are two principal fac-
tors: the degree of interaction of the depositing vapor with the
substrate and with itself, and the amount of energy input to the depo-
sition surface. When the energy input is thermal, care must be taken
to achieve good substrate-T control.

The next four chapters examine special techniques for modifying
film characteristics, including the use of single-crystal substrates to
achieve epitaxy, chemical vapors to improve film conformality or to ob-
tain selective deposition, and energy-enhanced processes to improve
structure or reduce substrate T.

5.10 Exercises

5.1 Amolecule has a condensation coefficient of o, = 0.2 on a deposit-
ing film of its own solid phase. For this molecule, what are the
minimum and maximum values of the thermal accommodation
coefficient, y; trapping probability, 3; sticking coefficient, S,; and
utilization factor, n?
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5.2

5.3

5.4

5.5
5.6

5.7
5.8

5.9

Deposition

A.sauming that the pre-exponential factor for surface diffusion is
given by kgT/h, (a) how low must the diffusion activation energy
be to give a diffusion length, A, of roughly 100 nm between suc-
cessive collisions with impinging vapor, for deposition of Si at 1
um/h and Ty = 400° C? (b) How much of a decrease in Tg would
correspond to a x10 decrease in A?

Fo:1 condensation onto nonwetting substrates at 300 K using a
107" Pa overpressure, what are the classical critical-nucleus radii
for the following metals, neglecting substrate contact area and Yr
anisotropy? (a) Au, with y; = 1400 ergs/cm? (dynes/cm); (b) Pb,
with y; = 560 ergs/cm?.

Derive Young’s equation [Eq. (5.45)] using surface-energy mini-
mization.

Derive Egs. (5.46) and (5.47) for the critical 2D nucleus.

What are the factors that influence whether adsorbing vapor will
wet a substrate?

What factors inhibit nucleation?

Name at least five ways in which 8D nucleation may, in principle,
be suppressed.

Explain the factors affecting the degree of void formation in Z1
growth.

5.10 Derive the relationship between dome radius and column diame-

5.11

5.12

5.13

5.14

5.15

ter which satisfies the surface-energy force balance of Fig. 5.23,
assuming isotropic y and negligible curvature effect on v.

100 nm of the elastic material CaF is deposited with an intrinsic
stress of +10 kpsi onto 300° C, 0.4-mm-thick Si(100) which is
then cooled to 25° C. Assume 4x101° Pa for the biaxial elastic
modulus of the CaF,. (a) What is the level of stress (MPa) and
strain in the film? (b) What are the force-balance and bending-
moment contributions to the strain in the substrate at the film
in;o:rface? (c) What is the radius of curvature of the substrate (in
m)’

A film is being deposited with an intrinsic stress of —~500 MPa
onto a 0.2-mm-thick Si(111) substrate mounted as shown in
Fig. 5.33. If the laser beam is hitting the surface 2 cm from the
edge of the support, at what film thickness (in nm) will the
deflection of the reflected beam be 0.1°?

Explain at least three ways in which substrate T can vary during
film deposition when its platform T is held constant.

If e, = 1 and g = g5 < 1 in the geometry of Fig, 5.42, show that
To= T2t

Show that Eq. (5.66) follows from the heat balances in Eqgs. (5.64)
and (5.65).
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5.16 A substrate having € = 1 reaches a steady state at T = 250° C in

vacuum when placed in front of a platform having € = 1 and
heated to T}, and when covered on the deposition face by a shutter
having € = 0.1. (a) When the shutter is swung away at the start of
deposition, what is the new steady state, Ty"? (b) If the substrate
is a 0.4-mm-thick Si wafer (c, = 0.18 cal/g, py, = 2.34 g/em®), what
is the time constant for T re-equilibration?
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