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Part 1

Classical Introduction






Before we start

0.1 Classical electromagnetism

Literature: Discussed infl| L2 and B11, with mathematical background in B4.

0.1.1 Electric field, electric charge, electric dipole

Objects having a property known as the electric charge (Q) experience forces (F) described as the
electric field. Since the force depends on both charge and field, a quantity £ = F/Q known as
electric intensity has been introduced:

F=QE. (1)

Field lines are often used to visualize the fields: direction of the line shows the direction of E ,
density of the lines describes the size of E (|E|). A homogeneous static electric field is described by
straight parallel field lines.

Two point electric charges of the same size and opposite sign (+@Q and —Q) separated by a distance
2r constitute an electric dipole. Electric dipoles in a homogeneous static electric field experience a
moment of force, or torque T:

F=2Fx F=2Fx QF =2QF x E = i, x E, (2)
where [i, is the electric dipole moment.

-

T=ji. X E, (3)

is another possible definition of E. As derived in Section m potential energy of an electric
dipole is

€= —ji.- E. (4)

IThe references consist of a letter specifying the textbook and a number specifying the section. The letters refer to
the following books: B, Brown: Essential mathematics for NMR and MRI spectroscopists, Royal Society of Chemistry
2017; C, Cavanagh et al., Protein NMR spectroscopy, 2nd. ed., Academic Press 2006; K, Keeler, Understanding NMR
spectroscopy, 2nd. ed., Wiley 2010; L Levitt: Spin dynamics, 2nd. ed., Wiley 2008.



0.1.2 Magnetic field and magnetic dipole

There is no "magnetic charge”, but magnetic moments exist:

7 = [im X B, (5)

where i, is the magnetic dipole moment (because this course is about magnetic resonance, we
will write simple ). This is the definition of the magnetic induction B as a quantity describing
magnetic field. As a consequence, potential energy of a magnetic dipole can be derived as described
by Eq. 27] for the electric dipole.

Potential energy of a magnetic moment [ is

E=—ji-B. (6)

The magnetic induction B is related to the force acting on a charged object, but in a different
way than the electric intensity F (cf. Eq. . The magnetic force depends not only on the electric
charge @ but also on the speed of the charge ¢/ (i.e., on the electric current)

F=Q(7 % B). (7)

Therefore, the torque 7 cannot be described by an equation similar to Eq. [3] Instead,

F=7FxF=Qrx (7xB). (8)

Due to the fundamental difference between Egs. [3] and [§] it is more difficult to describe relation
between the magnetic force, magnetic moment and energy. We experience it in Sections [0.1.7] and
0.2l

0.1.3 Source of the electric field

The source of the electric field is the electric charge. The charge (i) feels (a surrounding) field and
(ii) makes (its own) field. Charge at rest is a source of a static electric field. Parallel plates with
homogeneous distribution of charges (a capacitor) are a source of a homogeneous static electric field.

Force between charges is described by the Coulomb’s law. The force between two charges is given
by

7 1 Qe 7

T drey 12 1|

(9)

where ¢y = 8.854187817 x 10712 Fm™! is the vacuum electric permittivity.
Consequently, the electric intensity generated by a point charge is

L @7 (10)

E= .
dmeq 12 |r|

The electric intensity generated by a charge density p is
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- 1 r
E /ﬂvﬁi- (11)

Coulomb’s law implies that electric fields lines of a resting charge

1. are going out of the charge (diverge), i.e., the static electric field has a source (the charge)

2. are not curved (do not have curl or rotation), i.e., the static electric field does not circulate

This can been written mathematically in the form of Mazwell equationsﬂ:

div E = ﬁ, (12)
€0
rot £ = 0. (13)

.2 E1
where div F is a scalar equal to ‘9Eﬂ” + 2By 4 BEZ

8Ez OEy, JE, OE, OEy 8Ex

and rot E is a vector with the , Y, Z components

equal to

0z 7 0z oxr ' Ox oy ’

respectlvely. These expressions can be written in a much

more compact form, if we introduce a vector operator V = <[%, a%, %). Using this formalism, the

Maxwell equations have the form

V- E=2L, (14)
€0
V x E=0. (15)

0.1.4 Origin of the magnetic field

Electric charge at rest does not generate a magnetic field, but a moving charge does. The magnetic
force is a relativistic effect (consequence of the contraction of distances in the direction of the motion,
described by Lorentz transformation).ﬂ Magnetic field of a moving point charge is moving with the
charge. Constant electric current generates a stationary magnetic field. Constant electric current in
an ideal solenoid generates a homogeneous stationary magnetic field inside the solenoid.

Magnetic induction generated by a current density ; (Biot-Savart law):

5ol jo 7 _ o / i T
B= VS x — == [dV x — 16
47reoc2/ 72 X Ir| 4w r2 X |7| (16)
v v

Biot-Savart law implies that magnetic field lines of a constant current in a straight wire

2The first equation is often written using electmc induction D as div D = p. If electric properties are described in
terms of individual charges in vacuum, D = €yE. If behavior of charges bound in molecules is described in terms of
polarization P of the material, D= eoE + P.

3A charge close to a very long straight wire which is uniformly charged experiences an electrical force ', in the
direction perpendicular to the wire. If the charges in the wire move with a velocity vy and the charge close to the wire
moves along the wire with a velocity vy, the perpendicular force changes to F'| (1 — #251), were c is the speed of light
in vacuum. The modifying factor is clearly relativistic (B11.5).




1. do not diverge, i.e., the static magnetic field does not have a source

2. make closed loops around the wire (have curl or rotation), i.e., the magnetic field circulates
around the wire

This can been written mathematically in the form of Mazwell equationsﬂ:
V.-B =0, (17)

A simple example of a moving charge is a circular loop with an electric current. As derived

in Section [0.1.7] magnetic moment of a current loop is proportional the angular momentum of the
circulating charge.

Magnetic dipolar moment /i is proportional to the angular momentum L
=L, (19)

where ~ is known as the magnetogyric ratio.

The classical theory does not explain why particles like electrons or nuclei have their own magnetic
moments, even when they do not move in circles (because the classical theory does not explain why
such particles have their own angular momenta). However, if we take the nuclear magnetic moment
as a fact (or if we obtain it using a better theory), the classical results are useful. It can be shown
that the magnetic moment is always proportional to the angular momentunﬂ but the proportionality
constant is not always Q)/2m; it is difficult to obtain for nuclei.

Analysis of the current loop in a static homogeneous external magnetic field, presented in Sec-
tion | . shows that if the direction of the magnetic moment /i of the loop differs from the direction
of B a torque trying to align /i with B. However, the magnetic dipole does not adopt the energet-
ically most favored orientation (with the same direction of /i as B), but rotates around B without
changing the angle between i and B. This motion on a cone is known as Precession.

This is not a result of quantum mechanics, but a classical consequence of the relation between
the magnetic moment and angular momentum of the current loop. The spinning top also precess
in the Earth’s gravitational field and riding a bicycle is based on the same effectﬁ The precession
frequency can be derived easily for the classical current loop in a magnetic field (see Section [0.1.8)):

Angular frequency of the precession of a magnetic dipolar moment i in a magnetic field B is

& = —vB. (20)

4The second equation is often written using magnetic intensity f[ as ﬁ x H = j If magnetism is described as
behavior of individual charges and magnetlc moments in vacuum, H = B /po. If properties of a magnetic materials
are described in terms of its magnetization M then H = B/HO — M.

A consequence of the rotational symmetry of space described mathematically by the Wigner-Eckart theorem.

S1f you sit on a bike which does not move forward, gravity soon pulls you down to the ground. But if the bike has
a certain speed and you lean to one side, you do not fall down, you just turn a corner. A qualitative discussion of
precession using the spinning top and riding a bicycle is presented in L2.4-1.2.5.
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0.1.5 Electrodynamics and magnetodynamics

Similarly to the electric charge, the magnetic dipole (i) feels the surrounding magnetic field and (ii)
generates its own magnetic field. The magnetic field generated by a precessing magnetic dipole is
not stationary, it varies. To describe variable fields, the Maxwell equations describing rotation must
be modifiedt

L dB
E=—-—— 21
1 dE
VxB=- T + o] (22)

Note that electric and magnetic fields are coupled in the dynamic equations. Not only electric
currents current, but also temporal variation of E induces circulation of B , and circulation of E is
possible if B varies. This has many important consequences: it explains electromagnetic waves in
vacuum and has numerous fundamental applications in electrical engineering, including those used
in NMR spectroscopy.

Eq. 21] shows us how the frequency of the precession motion can be measured A magnetic dipole
in a magnetic field By generates a magnetic field B’ with the component || By constant and the
component | BO rotating around BO. If we place a loop of wire next to the precessing dipole, with
the axis of the loop perpendicular to the axis of precession, the rotating component of B’ induces
circulation of E which creates a measurable oscillating electromotoric force (voltage) in the loop (see

Section [0.1.9)).

fo 2| S
U="
A 13

As a consequence, an oscillating electric current flows in the loop (L.2.8).

w sin(wt). (23)

"The second equation can be written as VxH= % + 5



E E E
\I-ﬁ' F2Zy1 =240+t 2 ~
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y ‘F y y

/

Figure 1: Potential energy of an electric dipole in a homogeneous electric field described by the intensity E. The reference position of
the dipole (0) is shown in Panel A, the actual position of the dipole (1) is shown in Panel B. Individual charges and forces are shown in
panels A and B, the dipolar moment fi. and the torque 7 (its direction —z is depicted using the symbol ®) are shown in Panel C. Note
that the direction of fi. follows the convention used in physics, the convention used in chemistry is opposite.

DERIVATIONS

0.1.6 Potential energy of an electric dipole

Potential energyﬁ of the electric dipole can be calculated easily as a sum of potential energies of the individual charges. Potential energy
is defined as the work done by the field moving the charge from a position (1) to a reference position (0). If we choose a coordinate system
as defined in Figure , then the force acts only in the z/-direction (F,, = |F| = Q|| for the positive charge and F,, = —|F| = —Q|E|
for the negative charge). Therefore, it is sufficient to follow only how the z’-coordinates of the charges change because changes of other
coordinates do not change the energy. The natural choice of the reference position is that the 2’ coordinates are the same for both charges,
zZ4,0 = z—,0. Changing the 2’ coordinate of the positive charge from z4 o to z4 1 = z4 o + 2 results in a work

QIE|(2+,0 — 24,1) = —Q|E|z. (24)
Changing the z’ coordinate of the negative charge from z_ o to z— 1 = z_ o — z results in a work
—QIE|(z-0 — 2-1) = —Q|E|=. (25)
Adding the works
£ = —2Q|E|z = —2Q|E|rcos0 = —ji. - E, (26)

where 6 is the angle between E and He-
Equivalently, the potential energy can be defined as the work done by the torque 7 on fi. (Figure ) when rotating it from the
reference orientation to the orientation described by the angle 6 (between E and fie). The reference angle for z4 o = z_ o is m/2, therefore,

-

0
/T\dG/ /|ue\|E|sm0 d0' = —|jie||E| cos 0 = —jie - E. (27)

0.1.7 Current loop as a magnetic dipole

Now we derive what is the magnetic dipole of a circular loop with an electric current. The magnetic moment is defined by the torque 7 it
experiences in a magnetic field B (Eq.

—

#=jix B, (28)

8Do not get confused: £ (scalar) is the energy and E (vector) is electric intensity.
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Therefore, we can calculate the magnetic moment of a current loop if we place it in a magnetic field B. Let us first define the geometry
of our setup. Let the axis z is the normal of the loop and let B is in the zz plane (= By = 0). The vector product in Eq. then simplifies
to

Te = NyBZ7 (29)
Ty = pzBz — pa Bz, (30)
Ty = —yBz. (31)

Note that we assume that the electric current in the loop and the magnetic field are independent. The current is not induced by B
but has another (unspecified) origin, and B is not a result of the current, but is introduced from outside.

As the second step, we describe the electric current in the loop. The electric current is a motion of the electric charge. We describe
the current as a charge @ homogeneously distributed in a ring (loop) of a mass m which rotates with a circumferential speed v. Then, each
element of the loop of a infinitesimally small length dl = rdy contains the same fraction of the mass dm and of the charge d@, moving
with the velocity ¥. The direction of the vector ¥ is tangent to the loop and the amount of the charge per the length element is Q/27r.
The motion of the charge element d@ can be described, as any circular motion, by the angular momentum

dL = 7 x df = dm/(7 x ), (32)

where 7 is the vector defining the position of the charge element dQ (Figure ) In our geometry, 7 is radial and therefore always
perpendicular to ¢. Since both 7 and ¥ are in the xy plane, dL must have the same direction as the normal of the plane. Therefore, the
z and y components of dL are equal to zero and the z component is constant and identical for all elements (note that ¥ and ¥ of different
elements differ, but ¥ X ¥ is constant, oriented along the normal of the z axis and with the size equal to rv for all elements). It is therefore

easy to integrate dL and calculate L of the loop

Ly =0, (33)

Ly, =0, (34)

L, = rv/ dm = mrv. (35)
loop

As the third step, we examine forces acting on dQ. The force acting on a moving charge in a magnetic field (the Lorentz force) is
equal to

F=Q(E+7xB), (36)

but we are now only interested in the magnetic component F= Q7 x é) The force acting on a single charge element dQ is

dF =dQ(# x B) = idl(ﬁ x B) = Q(a x B)de. (37)
2mr 2m
The key step in our derivation is the definition of the torque
F=Fx F=QFx (¥xB), (38)

which connects our analysis of the circular motion with the definition of i (Eq. . The torque acting on a charge element is (Figure )

a7 = i x dF = Ly (7 x B)dp = Q (F-B)—B(F-0) | dp = Q(F. B)dde. (39)
27 —— 27

T om
=0

where a useful vector identity @ x (b x &) = (@ - &)b — (@ - b) helped us to simplify the equation because 7 L ). Eq.[39|tells us that
the torque has the same direction as the velocity ¥ (¢ is the only vector on the right-hand side because 7 - Bisa scalar). In our coordinate
frame, vy = —vsingp, vy =vcosp, v, =0, and 7- B = reBg +1yBy+1:B; =13;By = Bgrcosop (7 B is reduced to 14 Bg in our coordinate
frame because By = 0 and r, = 0). Therefore, we can calculate the components of the overall torque 7 as (Figure )

2 2m
To = _Qrv By /SinSOCOS pdep = — o Bs /Sin(zﬂ")d@ =0, (40)
2 4
0 0

o2 27

nW=2"g, / cos? pdp = 2V p, / (1+ cos(2p))dg = 225, (41)
o A
0 0

7 = 0. (42)
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Figure 2: Current loop as a magnetic dipole. The loop of radius r and length 277, charge @Q and mass m is shown in cyan. A magnetic
induction B of an external field is shown in magenta. The coordinates are chosen such that the loop is placed in the zy plane and B in
the zz. An element of charge dQ (moving with the velocity ¢), mass dm and length dl = rd¢p is shown in blue. The angular momentum
of the blue element is dL = 7 x #dm (Panel A). The total angular momentum is L = 7 x m (Panel B). The force dFf = ¥ x BdQ and the
torque d7 = 7 X dF acting on the blue element are depicted as the green and red arrows in Panel B. The torque acting on the whole loop
and the magnetic moment experiencing the torque in the field B are shown as the red and cyan arrows in Panel C.

Comparison with Eqs. 29H3T] immediately shows that

pty =0, (44)
Hz = Q;"U (45)

and comparison with Eqgs. @-@ reveals that the magnetic dipole moment of the current loop is closely related to the angular
momentum L = ¥ X m:

Q5

o (46)

0.1.8 Precession

Angular momentum of a particle moving in a circle is defined as L=mifx7v (Eq. , where 7 defines position of the particle and m and
¥ are the mass and the velocity of the particle, respectively (Figure ) The change of L is described by the time derivative of L.

dL d(7 x ) i di .

—:mizm—t><'D’+mf’><—t:m(v><z7)+f'><m&'. (47)

0

According the second Newton’s law, md is equal to the force acting on the particle (changing [_:)

dr .
— =Fxmi=Fx F=7, (48)
dt

where F is the force and 7 is the corresponding torque. The change of the angular momentum of a current loop due to an external
force can be calculated in the same manner (Figure|3). For an infinitesimal element of the loop,

d(dL)
dt

In_a homogeneous magnetic field, the force acting on all elements is the same and integration of the individual elements is as easy as
in Eq. , resulting in Eq. , where the force F' and the torque 7 now act on the angular momentum of the whole loop. Because i = vL
(Eq. i and 7= g x B (Eq. , the the magnetic moment of a current loop in a homogeneous magnetic field changes as

=7xddm=7x dF = dr. (49)
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dii o _ .
d—’::'yFXF:'y‘?:'yﬁxB:f'yBXﬁ. (50)

Rotation of any vector, including [ can be described using the angular frequency & (its magnitude is the speed of the rotation in
radians per second and its direction is the axis of the rotation):

dii

— =4 X . 51

o i (51)

Comparison with Eq. immediately shows that & = f'yé.

0.1.9 Electromotoric voltage

We can use a simple example to analyze the induced voltage quantitatively. This voltage (the electromotoric force) is an integral of the
electric intensity along the detector loop. Stokes’ theorem (see B9) allows us to calculate such integral from Eq.

- 0B . OB
Edl = — —dS=5—-1, 52
?gL g Ot ot " (52)

where S is the area of the loop and 71 is the normal vector to the loop. If the distance r of the magnetic moment from the detector
is much larger than the size of the loop, the magnetic induction of a field which is generated by a magnetic moment [ rotating in a plane
perpendicular to the detector loop and which crosses the loop (let us call it Bz) i

o 2pz
By = — . 53
T 4w 3 (53)
As [i rotates with the angular frequency w, pz = || cos(wt), and
0B po 2 .
= —— — |p|wsin(wt). 54
e = 0 2 fwsin(ut) (54)
Therefore, the oscillating induced voltage is
o 2|p|S
yﬁ Far= o 2HS ). (55)
L 4 3

9We describe the field generated by a magnetic moment in more detail later in Section when we analyze mutual interactions of
magnetic moments of nuclei.
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Figure 3: Classical description of precession of a current loop in a homogeneous magnetic field. Angular momentum L of a charged
particle of the mass m moving in a circular loop (shown in cyan in Panel A) randomly oriented in space is given by the vector product

B
m
7:’
7?
v
7_,"
m

€
S

of the actual position vector of the particle ¥ and the actual particle’s velocity ¥ ([_: = m# X 7). Note that size and direction of L is the
same for all positions of the particle along the circle (for all possible vectors 7). The angular momentum L of a current loop of the same
mass and the magnetic moment [ (cyan arrow), proportional to L are shown in Panel B. The proportionality constant is v (Eq. . In a
presence of a vertical static magnetic field B (magenta arrow in Panel C), the loop experiences a torque 7 = i X B (Eq. , shown as the
red arrow in Panel C. This torque (red arrow moved to the tip of the cyan arrow in Panel D) acts on [, which precesses about B. Two
snapshots of the precessing fi (with the loop) are shown in Panels E and F. The tip of the cyan arrow representing /i rotates about B (the
blue circle) with the angular frequency & = —yB.
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0.2 Classical mechanics: Newton, Lagrange, Hamilton

Newton’s laws describe mechanics using forces. In the presence of a force F , motion of a particle of
a mass m is described by the second Newton’s law

ma = F. (56)
As an alternative, the Newton mechanics be reformulated in terms of energies. The total kinetic
energy of a body consisting of N particles is

N

1 L
Exin = 3 ;Uk - Uk, (57)

and depends only on the velocities of the particles ¥, not on their positions 7. The total kinetic
energy can be related to the accelerations as follows

8gkin 1
= -_— 2 f— p—
vy 2m( Ukl) muvg; = Pki, (58)
d d 0&in
mag = E(mvkl) = & 81)1;; ) (59)

where k is the particle number and [ is the direction (x, y, or z). In the presence of forces that
depend only on the coordinates (x, y, or z) and can be calculated as gradients of potential energy,
the formulation of the second Newton’s law is straightforward

d 0 0Epa

mag = —

dt 8vkl N 8Tkl

Since our &y, depends only on velocities and not on position in space, and &, depends only
on position in space and not on velocities, &y, and &6 can be combined into one variable called
Lagrangian L:

0= mag, — Fk;l _ iagkin agpot o ia(gkin - gpot) a(gkin - gpot) aﬁ a['

d
dt 8vkl 8rkl N dt (%kl arkl - E@vkl - 8rkl'

(61)

A set of Eq. 61| for all values of k and [ (3N combinations) describes well a set of N free particles,
which has 3N degrees of freedom. If the mutual positions of particles are constrained by C' constrains
(e.g. atoms in a molecule), the number of degrees of freedom is lower (3N — C') and the number of
equations can be reduced. It is therefore desirable to replace the 3N values of ry; by 3N — C values
generalized coordinates q;. Each value of ry; is then a combination of g; values, and

3N-C

arkl
d’f‘kl =

——dg;, 62
8(]]‘ q; ( )

=1

and (if the constraints do not depend on time)
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3N-C

d ¢ or, d 0
Vgl = Tkl Z ﬂ& = arkl 4, (63)

where the dot represents time derivative. The equation of motion can be thus rewritten as

0L _ oL (64)
dtdg;  9g;

We obtained Eq. [64] starting from the second Newton’s law. However, mechanics can be also
built in the opposite direction, starting from the following statement. Equation of motion describing
a physical process that starts at time t; and ends at time ty must be such that the integral fttf LAt is
stationary, in other words, that the variation of the integral is zero. This statement is known as the
least action principle and, using calculus of variation (as nicely described in The Feynman Lectures
on Physics, Vol. 2, Chapter 19), Eq. can be derived from it.H There is, however, no general
rule how to express the Lagrangian as an explicit function of generalized coordinates and velocities.
Finding the Lagrangian may be a demanding task, requiring experience and physical intuition.

Lagrangian can be converted to yet another energy-related function, known as Hamiltonian.
Lagrangian and Hamiltonian are related by the Legendre transformation (see Section .

H(qj,pj) + L(gj,4;) = Z(pj “4;), (65)
J
where
oL
Pj a_q] (66)

For our set of N unconstrained particles exposed to forces that do not depend on the particle

velocities, ¢; = 7 and p; = g—; is the linear momentum of the k-th particle in the direction [ (cf.
J

Eq. and the Hamiltonian is simply the sum of total kinetic and potential energy (H = Exin+Epot)-
In general, p; is called the canonical momentum.

The introduction of Lagrangian and Hamiltonian approaches may seem to be an unnecessarily
complication of the description of classical mechanics. However, Hamiltonians and Lagrangians be-
come essential when we search for quantum mechanical description of particles observed in magnetic
resonance experiments because Hamiltonian describes evolution of quantum states in time[']

Derivation of the Hamiltonian (classical or quantum) for magnetic particles in magnetic fields
is much more demanding because the magnetic force depends on the velocity of moving charged
particles. Therefore, velocity enters the Lagrangian not only through the kinetic energy and the

0Richard Feynman showed that quantum mechanics can be reformulated by using

.t
ol S £/hdt

as a probability amplitude (path integral approach).
' The Hamiltonian can be also used to describe time evolution in classical mechanics.
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canonical momentum is no longer identical with the linear momentum. Careful analysis, presented
in Section shows that the classical Hamiltonian

(F— QA)?
2m

where V' is the electric potential and A is a so-called vector potential, defined as b=VxA
(for more details, see Section |0.2.2]). We use Eq. [67] in Section as a starting point of quantum

mechanical description of the spin magnetic moment.

+QV, (67)
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DERIVATIONS

0.2.1 Legendre transformation

The Legendre transformation has a simple graphical representation (Figure , If we plot a function of a variable z, e.g. f(z), slope at
a certain value of x = £ is equal to s(§) = (0f/0x)¢. A tangent line y(§) touching the plotted f for x = £ is described by the slope s(§)
and intercept g(§) as y = g + s(€)xz. The value of the intercept for all possible values of & can be expressed as a function of the slope
g(s) = y(€) —s(&)€ = f(&) — s(&)€ (y and f are equal at z = £ because they touch each other). If we identify x with ¢, f with £, and —g
with H, we get Eq. [65|for a one-dimensional case (j = 1).

0.2.2 Lagrangian and Hamiltonian including magnetism

We start our analysis by searching for a classical Lagrangian describing motion of a charged particle in a magnetic field, and then convert
it to the Hamiltonian using Legendre transformation.
We know that the Lagrangian should give us the Lorentz force

F=Q(E+7xB). (68)
We know that a velocity-independent force is a gradient of the corresponding potential energy. For the electric force,

F=V&y =QVV, (69)

where the electric potential energy £, and the electric potential V' are scalar quantities. Intuitively, we expect the magnetic force to
be also a gradient of some scalar quantity (some sort of magnetic potential energy or magnetic potential). The magnetic force is given by

QU X é, so the magnetic energy should be proportional to the velocity. But the velocity is a vector quantity, not a scalar. We may guess
that the scalar quantity resembling the electric potential may be a scalar product of velocity with another vector. This tells us that the
search for the electromagnetic Lagrangian is a search for a vector that, when included in the Lagrangian, correctly reproduces the Lorentz
force, expressed in terms of E and B in Eq. @ The information about E and B can be extracted from the following Maxwell equations

V-B=0 (70)

VX E=-=— (71)

but we have to employ our knowledge of vector algebra to handle the divergence in Eq. and the curl in Eq. [7 .

First, note that we look for a scalar product, but Eq. [69] contains a vector product. The useful identity @ x (b x E’) =b(@-a) — (@ b)é
tells us that it would be nice to replace B with a curl of another vector because it would give us, after inserting in Eq. the desired
gradient of scalar product:

-,

X (Vx A) =V(@- A)—(7-V)A). (72)

Another identity says that @ - (@ x l;) = 0 for any vectors @ and b because @ X b L d@. As a consequence, we can really replace B by a
curl (rotation) of some vector A because V - (V x A) = 0 as required by Eq. The first step thus gives us a new definition of B

B=VxA (73)
which can be inserted into Eq.

F=QE+7xB)=Q(E+7x (V x A)), (74)

ﬁ:Q(E+z‘;‘x BY=QE+7x (VxA)=QE+V(@- A — (v V)A). (75)

B - o - 4 = A .
0—8t+V><E—V><+V><E—V><<a+E>‘ (76)

Third, we notice that that for any vector @ and constant ¢, @ X (c@) = 0 because @ || ¢d@. As a consequence, we can replace (9A/dt + E)
by a gradient of some scalar V because V x (V(0A/8t + E)) = V x (=VV) = 0 as required by Eq. The scalar V' is the well-known
electric potential and allows us to express E as
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_Spot
y=—-H+pq

Figure 4: Legendre transformation (A) and inverse Legendre transformation (B) of general functions f(z) and g(s). Legendre transfor-
mation (C) and inverse Legendre transformation (D) of one-dimensional Lagrangian £ and Hamiltonian H describing forces independent
of the velocity.
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which can be also inserted into Eq. [69]

Finally, we notice that

dA 9A 0Adx OAdy 0Ad: OA /. -\ -
A _ oA, odds  9Ady , 0Xd: 04 (5. )
dt ot Oz dt  oydt 0zdt ot

which shows that (17~ ﬁ) A in Eq.|78|can be can be included into dA/dt

ot

Let us now try to write £ as

F=Q(E+ﬁxé)=Q<aA6V+6(ﬁ-§)(a.6)ﬁ> =Q<

1
L= gkin - gel + gmagn = 577“)2 - QV + gmagnv

(77)

(78)

(79)

(80)

(81)

where & is a typical potential energy dependent on position but not on speed, and Emagn can depend on both position and speed.

For this Lagrangian,

0L  0&1  Ofmagn _ OV OEmagn

8 Oz + o @ ox + ox
g 8[: _ g agkin agmagn _ a +iagmagn
dt Ov,  dt Ovg Ovg N At Ovg

If we use Emagn = QU - A, Eqgs. and with Eq. for ¢ = = give us

0 dA, OV n o(V -
mag = — - —
dt ox ox

and a sum with similar y- and z-components is equal to the Lorentz force

-,

A)

)

mazF:Q<_dA_6v+6(a.A)> =Q(E+7xB).

dt

We have found that our (classical and non-relativistic) Lagrangian has the form

L= %mv2 —QV + Q7 - A).

According to Eq. the canonical momentum has the following components

Pz =

oL L
Pe = — = mug + QA Dy = — = muy + QAy
Ovg Ovy
The Hamiltonian can be obtained as usually as the Legendre transform
H= > pv—L=pT-L
Jj=w,y,2
In order to express H as a function of §, we express 7 as (5 — QA)/m:
25 (F— QA) — (F— QA2 —2Q(F— QA) - A
g 0= QA) ~ (7= QA ~20(F ~ Q4) LoV

2m

L
— =muy + QA..
vy

(84)

(86)

(87)

(88)

(89)
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0.3 Diffusion

Diffusion can be viewed as a result of collisions of the observed molecule with other molecules.
Collisions change position of the molecule is space (cause translation) and orientation of the molecule
(cause rotation). Rotational diffusion is important for NMR relaxation. Translational diffusion
influences NMR experiments only if the magnetic filed is inhomogeneous. Translational diffusion can
be described as a random walk in a three-dimensional space, rotational diffusion can be described as
a random walk on a surface of a sphere. Although we are primarily interested in relaxation and we do
not discuss magnetic field inhomogeneity at this moment, we start our discussion with the random
walk in a three-dimensional space (Section because the random walk on a surface of a sphere is
just a special case of the general walk in three directions. Then we continue with the analysis of the
simplest example of the random walk on a spherical surface, i.e., of the isotropic rotational diffusion
(Section . The analysis shows that the isotropic rotational diffusion is described by a simple
exponential time dependence (Eq. . This relation will serve as a starting point for derivation of
the key component of the theory of NMR relaxation, of the time correlation function, described in
Section
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DERIVATIONS

0.3.1 Translational diffusion

We start with several definitions. Let us assume that the position of our molecule is described by coordinates x,y, z and its orientation is
described by angles ¢, 9, x.

e Probability that the molecule is inside a cubic box of a volume AV = AzAyAz centered around z,y, z is

ot 42 y+ S 2442
P(z,y,2,t, Az, Ay, Az) = / / / p(x,y, z,t)dzdydz,
oAy By A=

where p(z,y, z,t) is probability density at x,y, z, corresponding to local concentration in a macroscopic picture. If the box is small
enough so that p(z,y, z,t) does not change significantly inside the box, the equation with the triple integral can be simplified to

P(z,y,2,t, Az, Ay, Az) = p(z,y, 2, 1) AV.

e Probability that the molecule crosses one side of the box centered around z, y, z and jumps into the box centered around z+ Az, y, z
during a time interval ét is proportional to the area of the side between boxes centered around z,y, z and around = + Az, y, z. This
area is equal to AyAz = AV/Az and the probability of jumping from the box centered around z,y, z to the box centered around
x4+ Az, y, z can be written as

Plx = x4+ Ax;z,y,2,t, Az, Ay, Az, At) = Py Ag AYyAz = Py A AV Az,

where ®,_,,4 A, is the flur from the box centered around z,y, z to the box centered around = + Az,y, z (per unit area). The
corresponding probability density is

plr = z+ Azx;z,y, 2,6, At) = P(e — o+ Az z,y, 2, t, Az, Ay, Az, At) JAV = @y ng /A,

The probability of jumping to the box centered around x + Az, y, z is also proportional to the probability that the molecule is
inside the box centered around z,y, z (equal to p(z,y, z,t)AV if the box is small enough). If the probability of escaping the box is
the same in all directions,

plz — x+ Ax; 2,9y, 2,1, At) = Ep(x, Y, 2, 1),

p(y — y+ Ay;z,y, 2,1, At) = Ep(, y, 2, ),
p(z *> Z+Az;x7y7z7t7At) :gp(z7yﬂzit)7

where £ is a proportionality constant describing frequency of crossing a side of a box (per unit volume and including the physical
description of the collisions).

e The net flur in the z direction is given by

2@ — _Dtr@

Dy = (Dz—>z+Az - q>z+Az—>z = gAZ‘(p(Iayv th) - p('r + AI7 Y, zvt)) = —SAIAp = _é(AI) oz oz

where DY = ¢(Ax)? is the translational diffusion coefficient.

e The net flux in all directions is . .
© = —-D"Vp,
which is the first Fick’s law.

e The continuity equation
dp =
Pav + # Bds =0
ot
Vv S
states that any time change of probability that the molecule is in a volume V' is due to the total flux through a surface S enclosing

the volume V' (molecules are not created or annihilated). Using the divergence theorem,

0,
0 %

= = Op = tr p trr2
= V-3=L 1V . (-D"Vp) = L =Dy,
ot ot ( p) P

ot

which is the second Fick’s law.

e If the diffusion is not isotropic, the diffusion coefficient is replaced by a diffusion tensor. If we define a coordinate frame so that the
diffusion tensor is represented by a diagonal matrix with elements Df,, DT | D | the second Fick’s law has the following form:

yy?
op o O 9p o O Op w O Op (t82 o 0 t82)
“r _ r Y r -~ “F pwr _— % — r D DY .
ot U e o T Wayay 902 we g2 T Puwga T V=53 )P
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0.3.2 Isotropic rotational diffusion

Isotropic rotational diffusion can be viewed as random motions of a vector describing orientation of the molecule. Such motions are
equivalent to a random wandering of a point particle on a surface of a sphere with a unit diameter. In order to describe such a random
walk on a spherical surface, it is convenient to express the second Fick’s law in spherical coordinates

op Drot o (4. ,0 o [ . o 0 1 0
— = - — (r*sind— |+ — (sind— |+ — ( ——=— ) | p. (90)
ot  rZsindg \Or or o9 o9 Op \sind Oy
Since r is constant and equal to unity,
Drot 1
9 _ L (ﬂ (sin,gﬂ) A ( . ﬂ)) ). (o1)
ot sindg \ 99 oY dp \ sind ¢
Using the substitution u = cos 9 (and du = — sin¥9v),
op 0?2 o 1 9?2
“F Drot 1— PAYR Ay — ) . 92
ot (( “ )8u2 u8u+1—u2 Op? P (92)

Let us now try if time and space coordinates can be separated, i.e. if p can be expressed as a product p(¢, ¢, t) = f(9, p)g(t).

0? 0 1 02 ) : (93)

dg
9 _ Drot 1_27_27 -~
th g (( “ )8u2 u@u—i_l—u2 Op?
Dividing both sides of the equation by D™p = Dt fg,

2 2
1 1@21((1,u2)i,2u£+;i)ﬁ (94)
Drot g 9t f Ou? ou 1 —u20p?

If the separation of time and space coordinates is possible, i.e., if Eq. @ is true for any ¢ and any 1, ¢ independently, both sides of
the equation must be equal to the same constant (called A bellow).

— ;% Y (95)
l((l—u2)i2—2ui+;i2>f:>\. (96)
f Ou? ou 1 —u? dp?
Solution of the first equation is obviously
9(t) = g(0)*P", (97)

where A is obtained by solving the second equation. We solve a simplified version of the second equation in Section
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Lecture 1
Nuclear magnetic resonance

Literature: A general introduction can be found in L.2.6 and L2.7. A nice and detailed discussion,
emphasizing the importance of relaxation, is in Széantay et al.: Anthropic awareness, Elsevier 2015,
Section 2.4. A useful review of relevant statistical concepts is presented in B6. Chemical shift is
introduced by Levitt in 1.3.7 and discussed in detail in L9.1 (using a quantum approach, but the
classical treatment can be obtained simply by using energy &; instead of H ; and magnetic moment
fijr instead of v,;1;; in Eqs. 9.11-9.14). A nice discussion of the offset effects (and more) can be
found in K4.

1.1 Nuclear magnetic moments in chemical substances

The aim of this course is to describe physical principles of the most frequent version of NMR spec-
troscopy, NMR analysis of chemical compounds dissolved in suitable solvents. The classical theory
does not explain why some nuclei in such solutions have a magnetic moment, but it describes macro-
scopic effects of the nuclear magnetic moments in bulk samples (i.e., in macroscopic systems composed
of billions of billions of molecules). It should be emphasized that classical (non-quantum) physics
provides much more relevant description of the mascroscopic samples than quantum mechanics of
individual particles (electrons or nuclei).

Nuclei have permanent microscopic magnetic moments, but the macroscopic magnetic moment
of non-ferromagnetic chemical substances is induced only in the magnetic field. This is the effect
of symmetry. Outside a magnet, all orientations of the microscopic magnetic moments have the
same energy and are equally probable. Therefore, the bulk magnetlc moment is zero and the bulk
magnetization M (magnetic moment per unit Volume) is zero (Fig. |1

1.2 Polarization

In a static homogeneous magnetic field Eo, the orientations of ji are no longer equally probable: the
orientation of fi along By is energetically most favored and the opposite orientation is least favored.
The symmetry is broken in the direction of éo, this direction is used to define the z axis of a coor-
dinate system we work in. However, the state with all magnetic moments in the energetically most
favorable orientation is not most probable. Orienting all magnetic moments along the magnetic field

23
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Figure 1.1: Distribution of magnetic moments in the absence of a magnetic field. Left, a schematic representation
of an NMR sample. Dots represent molecules, arrows represent magnetic moments (only one magnetic moment per
molecule is shown for the sake of simplicity, like e.g. in compressed *C!¢0,). Right, the molecules are superimposed
to make the distribution of magnetic moments visible.

represents only one microstate. In contrast, there exist a large number of microstates with somewhat
higher energy. The correct balance between energy and probability is described by the Boltzmann
distribution law, which can be derived from purely statistical arguments. Thermodynamics thus helps
us to describe the polarization along z quantitatively.ﬂ Calculation of the average magnetic moment,
presented in Section [I.5.1] shows that the bulk magnetization of the NMR sample containing nuclei
with i

ca _ ca _ ca _ N 1P 5ol
M1 =0 M;*=0 Mt = 3 kT (1.1)
where N is the number of dipoles per unit volume.
In summary, dipoles are polarized in the static homogeneous magnetic fields. In addition, all
dipoles preces with the frequency & = —véo, but the precession cannot be observed at the macro-
scopic level because the bulk magnetization is parallel with the axis of precession (Fig. [1.2)).

1.3 Coherence

In order to observe precession, we need to break the axial symmetry and introduce a coherent motion
of magnetic moments. This is achieved by applying another magnetic field B; perpendicular to By and

!Thermodynamics also tells us that the energy of the whole (isolated) system must be conserved. Decreased energy
of magnetic moments is compensated by increased rotational kinetic energy of molecules of the sample, coupled with
the magnetic moments via magnetic fields of the tumbling molecules, as discussed in the next chapter.

2Precession is described in Background section
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Figure 1.2: Distribution of magnetic moments in a homogeneous magnetic field By. The cyan arrow represents the
bulk magnetization.

oscillating with the frequency close to (ideally equal to) v|By|/27. In NMR, sources of the oscillatory
field are radio W&VGSE| Figure shows why a static perpendicular magnetic field cannot be used,
whereas the desired effect of an oscillating perpendicular magnetic field is depicted in Figure (1.4}

If the radio waves are applied exactly for the time needed to rotate the magnetization by 90 °, they
create a state with M perpendicular to By. The magnetization vector (left panel in Fig. describe
a new distribution of magnetic moments (right panel in Fig. . Such magnetization vector then
rotates with the precession frequency, also known as the Larmor frequency. The described rotation
corresponds to a coherent motion of nuclear dipoles polarized in the direction of M and generates
measurable electromotoric force in the detector coil. When describing the effect of radio waves, the
oscillating magnetic field of the waves is often approximated by a rotating magnetic field. Such
treatment is presented in detail in Section [1.5.2]

1.4 Chemical shift

The description of the motions of the bulk nuclear magnetization presented in the previous section
is simple but boring. What makes NMR useful for chemists and biologists is the fact that the energy
of the magnetic moment of the observed nucleus is influenced by magnetic fields associated with
motions of nearby electrons. In order to understand this effect, we need to describe the magnetic
fields of moving electrons.

3In the context of the NMR spectroscopy, it is important that the field oscillates in time, not that it travels in
space as a wave.
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Bitaic

Figure 1.3: Distribution of magnetic moments in the presence of an external homogeneous magnetic field By (vertical
violet arrow) is such that the bulk magnetization of nuclei (shown in cyan) is oriented along By (left). Application
of an another static magnetic field B, rotates magnetization away from the original vertical orientation down in
a clockwise direction (middle). However, the magnetization also precesses about é(). After a half-turn precession
(right), the clockwise rotation by the additional magnetic field B returns the magnetization towards its original
vertical direction. Therefore, a static field cannot be used to turn the magnetization from the vertical direction to a

perpendicular orientation.
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Figure 1.4: Effect of the radio waves on the bulk magnetization (left) and distribution of magnetic moments after
application of the radio-wave pulse. The thin purple line shows oscillation of the magnetic induction vector of the radio
waves, the cyan trace shows evolution of the magnetization during irradiation. If the perpendicular magnetic field
oscillates with a frequency equal to the precession frequency of magnetization, it rotates the magnetization clockwise
then it is tilted to the right, but counter-clockwise when the magnetization is tilted to the left. Therefore, the
magnetization is more and more tilted down from the original vertical direction. The total duration of the irradiation
by the radio wave was chosen so that the magnetization is rotated to the plane perpendicular to By (cyan arrow).

Note that the ratio |By|/|Bradio| is much higher in a real experiment.
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Figure 1.5: A, Classical description of interaction of an observed magnetic moment with the orbital magnetic moment
of an electron of the same atom. The observed nucleus and the electron are shown in cyan and red, respectively. The
thick purple arrow represents go, the thin purple induction lines represent the magnetic field of the electron (the small
purple arrows indicate its direction). The electron in ]§0 moves in a circle shown in red, direction of the motion is
shown as the red arrow. The field of the orbital magnetic moment of the electron in the same atom decreases the total
field in the place of the observed nucleus (the small purple arrow in the place of the cyan nucleus is pointing down).
B, Interaction of an observed magnetic moment with the orbital magnetic moment of an electron of the another atom
(its nucleus is shown in gray). In the shown orientation of the molecule, the field of the orbital magnetic moment of
the electron in the other atom increases the total field in the place of the observed nucleus (the small purple arrow
close the cyan nucleus is pointing up). C, As the molecule rotates, the cyan nucleus moves to a position where the
field of the orbital magnetic moment of the electron in the other atom starts to decrease the total field (the induction
lines reverse their direction in the place of the cyan nucleus).

If a moving electron enters a homogeneous magnetic field, it experiences a Lorentz force and moves
in a circle in a plane perpendicular to the field (cyclotron motion). Such an electron represents an
electric current in a circular loop, and is a source of a magnetic field induced by the homogeneous
magnetic field. The homogeneous magnetic field By in NMR spectrometers induces a similar motion
of electrons in atoms, which generates microscopic magnetic fields (Figure )

The observed nucleus feels the external magnetic field By slightly modified by the microscopic
fields of electrons. If the electron distribution is spherically symmetric, with the observed nucleus in
the center (e.g. electrons in the 1s orbital of the hydrogen atom), the induced field of the electrons
decreases the effective magnetic field felt by the nucleus in the center. Since the induced field of
electrons B, is proportional to the inducing external field é(), the effective field can be described as

B = By+ B. = (1+6)B,. (1.2)

The constant 0 is known as chemical shift and does not depend on the orientation of the molecule
in such a casd’] The precession frequency of the nucleus is equal| to (1 + §)wy.

Most molecules consist of multiple atoms and electron distribution is therefore not spherically
symmetric around the observed nucleus. As a consequence, the effective field depends on the orienta-

“4Instead of §, a constant with the opposite sign defining the chemical shielding is sometimes used.

5The value of § in Eq. describes how much the frequency of nuclei deviates from a hypothetical frequency of
free nuclei. Such a hypothetical frequency is difficult to measure. In practice, frequencies of nuclei in certain, readily
accessible chemical compounds are used instead of the frequencies of free nuclei as the reference values of 4, as is

described in Section
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tion of the whole molecule defining mutual positions of atoms and orientation of molecular orbitals.
The currents induced in orbitals of other atoms may decrease or increase (shield or deshield) the
effective magnetic field felt by the observed nucleus (Figure [L.5B,C). Therefore, the effective field
fluctuates as a result of rotational diffusion of the molecule and of internal motions changing mutual
positions of atoms. The induced field of electrons is still proportional to the inducing external field
F?O, but the proportionality constants are different for each combination of components of B, and
éo in the coordination frame used. Therefore, we need sixﬁ constants d;; to describe the effect of
electrons:

Be,x = 5xxBO,:c + 5xyBO,y + 5szO,z (13)
Bey = 0ysBoz + dyyBoy + 0y 5o - (1.4)
Be,z = 529030,1 + 5zyBO,y + 5ZZBO,Z (15)

Egs. [L.3H1.5| can be written in more compact forms

Be,x 5:1::): 5:):3/ (sz BO,x
Bey | = | 0ya Oyy 0y | - | Boy (1.6)
Be,z 5237 5zy 6zz BO,z
or
B. =4 By, (1.7)

where ¢ is the chemical shift tensor.

It is always possible to find a coordinate system X,Y, Z known as the principal frame, where 9 is
represented by a diagonal matrix. In such a system, we need only three constants (principal values of
the chemical shift tensor): dxx,dyy,dzz. However, three more parameters must be specified: three
FEuler angles (written as ¢, ¥, and x in this text) defining orientation of the coordinate system X,Y, Z
in the laboratory coordinate system z,y, z. Note that dxx,dyy, dzz are true constants because they
do not change as the molecule tumbles in solution (but they may change due to internal motions
or chemical changes of the molecule). The orientation is completely described by the Euler angles.
Graphical representation of the chemical shift tensor is shown in Figure [I.6] the algebraic description
is presented in Section [I.5.3] We derive a not very simple equation describing how electrons modify
the external magnetic field:

. 0 3 sin 1 cos Y cos ¢
B.=06;By | 0 | +0.By | 3sindcosvsinp
1 3cos?V —1

—(2cos?y — 1) sin v cos ¥ cos ¢ + 2sin y cos y sin ¥ sin ¢
+ 6,8y | —(2cos? x — 1) sin1 cos ¥ sin ¢ — 2sin x cos xsind cos ¢ | , (1.8)
+(2cos? x — 1) sin* 9

SThere are nine constants in Eqgs. but dzy = Oya, 0zz = 0., and dy, = 0,y
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Figure 1.6: Visualization of the chemical shift tensor (left). Distance of each point at the plotted surface from its
center is proportional to the magnetic induction B, in the given direction (given by angles . The chemical shift tensor
can be decomposed to its isotropic (middle) and anisotropic (right) contributions. The red color indicates negative
values of the anisotropic contribution.

where 0;, 6;, and ¢; are constants describing sizes of the isotropic, axially symmetric and asymmet-
ric (rhombic) components of the chemical shift tensor, respectively, and ¥, ¢, x are the aforementioned
Euler angles.

Do we really need such a level of complexity? The answer is ”yes and no”. When we analyze only
the (average) value of the precession frequency, it is sufficient to consider only the isotropic compo-
nent. The description of the effect of electrons then simplifies to Eq. [[.2], where § now represents §; of
Eq. When we analyze also the effect of stochastic motions, the other terms become important as
well. The correct quantitative analysis requires full Eq. [I.8 but the basic principles can be discussed
without using the rhombic component. Therefore, we will use the axially symmetric approximation
of Eq. when we discuss effects of molecular motions in Section [1.5.5]

Practical consequences of the existence of the chemical shift, their formal description and related
conventions used in the NMR literature are discussed in Section [I.5.4] In addition, Section [I.5.4
presents simplified equations of motion describing evolution of magnetization in terms of classical
physics and in the absence of relaxation. Solution of these equations is described in Section for
a simple case of magnetization rotating in the absence of the radio waves. The classical analysis of
relaxation effects is then discussed in the next lecture.

HOMEWORK

First check that you understand Section|0.1.6, Then, derive how is the magnetic moment of a current
loop related to the angular momentum (Section [0.1.7)) and what defines the precession frequency of
a magnetic moment of a current loop in a homogeneous magnetic field (Section [0.1.8]).
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1.5 DERIVATIONS

1.5.1 Polarization and bulk magnetization

The average value of the z-component of [ is calculated asEl
™ s
el = /Peq(l‘})uz sin¥dd = /Peq(ﬁ)|u| cos ¥ sin 9d9, (1.9)
0 0

where 9 is the inclination (angle between [ and axis z) and P°®%(9) is the probability of i to be tilted by the angle 9. If the magnetic
dipoles are in a thermodynamic equilibrium, the angular distribution of the [ orientation is given by the Boltzmann la

£(0)
o e FBT
a9y = °© =
PH) = —un ) (1.11)
Je FBT sind/d¢
0
where T is the thermodynamic temperature, kg = 1.38064852x 10723 m? kgs~2 K~ ! is the Boltzmann constant, and € = —|u|| Bo| cos ¥

is the magnetic potential energy of the dipole. The distribution is axially symmetric, all values of the azimuth ¢ are equally possible.
Using the substitutions

du dcos?

u=cost¥=du=—dv¥ = d¥ = —sin9dv (1.12)
d¢ dd
and
B
o lllBol (113)
kT
_EW)
e kT euw euw eUw w
eq — — — — — uw __ eq
PeY@) = — 27 == = =7 fowo]! plr—s = P%i(u). (1.14)
fe FBT siny/dy’ [ —ev'wdw! [ ew'wdu w -1
0 1 -1
Knowing the distribution, the average z-component of i can be calculated
™ 1 1
el = /Peq(ﬁ)\,u\cosﬂsin'ﬁdﬂ: /|,u|uPeq(u)du: % /ue“wdu. (1.15)
ew —e~
0 -1 -1
Using the chain rule,
1 w —w w —w w —w
ﬁq:&{ieuwuw_l} — (e tem _ef-e ): ($_l>: (cothw—l) 1.16
P = e e e =] =l () — il (S = =) = lul (coth(w) = =) . (1.16)
The function coth(w) can be expanded as a Taylor series
1 w  wd 2w w o wd 2w’
cothfw)r —+——-—+——-++ = @, =~ ——— 4+ — = ). 1.17
W~ 3~ 5 s Ha |”|<3 45 945 ) (117

At the room temperature, |u||Bo| < kT even in the strongest NMR magnets. Therefore, w is a very small number and its high
powers in the Taylor series can be neglected. In summary, the angular distribution can be approximated by

"The integral represents summation (integration) over all possible orientations with respect to Bo, described by the inclination angles
9.

8F’robability of a system to be in the state with the energy £; at the temperature T' is given by

&j

e kBT

7 )

PeA(9) = (1.10)

_ Ek
where Z is sum of the e *BT terms of all possible states.
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Figure 1.7: Rotation of the magnetization to direction perpendicular to EO, shown in the laboratory and rotating coordinate frame in
the left and right panel, respectively. The thin purple line shows oscillation of the magnetic induction vector of the radio waves, the cyan
trace shows evolution of the magnetization during irradiation.

. 1 |p[?|Bol
eq _ , 1.18
Hz 3 kgT ( )
while
et = ﬁzq =0. (1.19)

1.5.2 Rotating coordinate frame
Mathematically, the described radio field can be decomposed into two components ér'; dio and B; dio Totating with the same angular
frequency but in opposite directions (@radio and —@radio, respectively). The component rotating in the same direction as the precessing

dipoles (Br_a dio = By in this text) tilts the magnetization vector M from the z direction, the other component can be neglected as long

as |B1| < |Bol|. This process represents a double rotation, the first rotation is precession around the direction of BO, the second rotation
around B is known as nutation. Although this mathematical decomposition is only formal and does not reflect the physical reality, it is
frequently used to facilitate the analysis of the effect of radio waves on magnetization. The description can be simplified (the effect of the
precession removed), if we use Bj to define the z axis of our coordinate frame. As By rotates about By with an angular frequency Gradios
we work in a coordinate frame rotating with a frequency @rot = —&radio (Totating frame). In order to define the direction of z in the
rotating frame, we must also define the phase ¢rot.

The components of the field B rotating with the angular frequency —d;aqi0 are in the laboratory frame

Bl,z = ‘Bl I COS(WYOtt + ¢r0t) = |Bl‘ COS(_wradiot + ¢rot), (1.20)
Bi,y = |Bi]sin(wrott + ¢rot) = | B1sin(—wradiot + ¢rot), (1.21)
B =0 (1.22)
and in the rotating frame
Bi,z = |Bi|cos(rot), (1.23)
Biy = |Bi]sin(érot), (1.24)

Bi.=0. (1.25)
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Consequently, the rotation of magnetization is given by the angular frequency vector

_ _ 0 7’\/|Bl| Cos(fwradiot + d)rot) 77|Bl| Cos(fwradiot + d)rot)
W=do+d1 = 77(30 + Bl) = 0 + _'Y|B1| Sin(_wradiot + ¢r0t) _'Y|Bl| Sin(_wradiot + ¢rot)
—7|Bol 0 —v|Bol

in the laboratory frame, and by
—|B1| cos(¢rot)
@=0d1 =—yB1 = | —7|Bi|sin(¢rot)
0

in the coordinate frame rotating with the angular frequency Wrot = —@radio = Wo-
What are the components of B; in the rotating frame for different choices of ¢rot?
If ¢rot = 0, cos(0) =1, sin(0) = 0, and

Bi,z = |B1l,
By =0,
Bi. = 0.

If ¢rot = 5, cos(3) =0, sin(5) =1, and
Bl,z - 07
Bl:y = |31|7
Bi. = 0.

If ¢rot = 7, cos(w) = —1, sin(7) = 0, and
Bi,o = —|B|,
Biy =0,
Bl,z = 07

and so on.

(1.26)

(1.27)

(1.28)
(1.29)
(1.30)

(1.31)
(1.32)
(1.33)

(1.34)
(1.35)
(1.36)

The typical convention is to choose ¢rot = 7 for nuclei with v > 0 and ¢rot = 0 for nuclei with v < 0. Then, the nutation frequency
is w1 = +|B1| (opposite convention to the precession frequency!) for nuclei with v > 0 and w; = —v|Bi| (the same convention as the

precession frequency) for nuclei with v < 0.

1.5.3 Chemical shift tensor

The chemical shift tensor in its principal frame can be also written as a sum of three simple matrices, each multiplied by one characteristic

constant:
oxx O 0 100 -1 00 1 00
0 dyy O =6 (010 | +da 0-10]+4+é6({0-10],
0 0 dzz 001 0 02 0 00
where

1 1
6 = gTr{Q} = §(5XX +yy +9z2)

is the isotropic component of the chemical shift tensor,

1 1
5o = gAé — E (25ZZ — (5XX +5YY))

is the azial component of the chemical shift tensor (As is the chemical shift anisotropy), and

1 1
8= SnsAs = ~(xx — 8
A 2(XX YY)

(1.37)

(1.38)

(1.39)

(1.40)
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is the rhombic component of the chemical shift tensor (ns is the asymmetry of the chemical shift tensor).

The chemical shift tensor written in its principle frame is relatively simple, but we need its description in the laboratory coordinate
frame. Changing the coordinate systems represents a rotation in a three-dimensional space. Equations describing such a simple operation
are relatively complicated. On the other hand, the equations simplify if Eo defines the z axis of the coordinate frame (i.e., Bo,, = Bo and
By, = Bo,y =0):

0 3sin ¥ cos ¥ cos ¢ —(2cos? x — 1) sin¥ cos ¥ cos ¢ + 2 sin x cos x sin ¥ sin ¢
Be=106;By | 0 | +8.Bo | 3sin¥cosdIsing | +8,By | —(2cos?x — 1)sin® cos¥sin e — 2sin y cos xsindcos¢p | . (1.41)
1 3cos29—1 +(20052 x — 1)sin? ¢

The first, isotropic contribution does not change upon rotation (it is a scalar). The second, axial contribution, is insensitive to the
rotation about the symmetry axis @, described by x. Rotation of the chemical shift anisotropy tensor from its principal frame to the
laboratory frame can be also described by orientation of @ in the laboratory frame:

-1 00 3a2 — 1 3azay 3azas
Sa| 0-10| —3da| 3azay 3a2 -1 3aya: |, (1.42)
0 02 3aza: 3ayaz 3a3 -1

where a; = sind cos ¢, ay = sin¥siny, and a, = cos V.

1.5.4 Offset effects

The presence of electrons makes NMR a great method for chemical analysis. The measured precession frequency depends not only on the
type of nucleus (e.g. 'H) but also on the electronic environment: frequencies of protons in different chemical moieties differ and can be used
to identify chemical groups in organic molecules. But how do the electrons influence the physical description of the nuclear magnetization?

The effect of the isotropic component of the chemical shift on the precession frequency is simply introducing a small correction constant
1 + 6 modifying ~:

Go=-By — &o=—~(1+6)B. (1.43)

The trouble is that the correction is different for each proton (or carbon etc.) in the molecule. Therefore, the frequency of the radio
waves can match wg = —v(1 4 §)|Bo| only for one proton in the molecule. For example, if the radio wave resonate with the frequency of
the methyl proton in ethanol, it cannot resonate with the frequency of the proton in the OH or CH2 group. In the rotating coordinate
frame, only magnetization of the methyl protons rotates about @1 = (1 + 5methyl§1 = ’yél. Magnetizations of other protons rotate about
other axes (Figure|1.8). Such rotations can be described by effective angular frequencies

Deff = W1 + Q, (1.44)
where

Q= UUO - Ujrot = ‘30 - (_Gradio) = ‘DO + "jradio (1-45)
is the angular frequency offset. As any vector in a 3D space, Weg is characterized by three parameters: magnitude weg, inclination ¥,
and azimuth ¢.
The magnitude of the effective frequency is

wett = /w3 + 2. (1.46)

The inclination can be calculated from

tan = L. (1.47)
Q

The azimuth is given by the phase of By (¢ = prot in a single-pulse experiment).

As a result of the chemical shift, only the magnetization of the nucleus with Q@ = 0 (methyl protons in our case) rotates along the
?meridian” in the rotating coordinate system (Figure left). Magnetizations of other protons move in other circled’| (Figure right).
Therefore, if the radio transmitter is switched off when the methyl magnetization is pointing horizontally (and starts to rotate around the
?equator” with the precession frequency of methyl protons), vectors of magnetizations of other protons point in different directions, and
start to precess on cones with different inclinations and with different initial phases. Such effects, known as the offset effects, influence the
measured signal

9For a certain ratio of B1 to —Q/~, the magnetization makes a full circle and returns to the original direction along By. It is therefore

possible to chose such value of w; =~ 'yél so that magnetization of one nucleus (with precession frequency resonating with the radio
wave frequency) is flipped by 90° (Figure[1.9) or 180° (Figure [1.10), while magnetization of another nucleus (offset by Q) is practically
unaffected, being returned to the original direction.

10The result is the same as if apparent effective fields of the magnitude B.g = 1/312 + (2/7)2 were applied in the direction in the

directions of Weg. The apparent effective field Begr is often used to describe the offset effects.
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Figure 1.10: Evolution of the magnetization vectors with precession frequency exactly matching the used radio frequency (left) and
with a frequency offset Q (right), for w; = Q/\/§ If wi rotates magnetization of the former nucleus by 180 °, then weg = /1 + 3Q2 = 202
rotates magnetization of the latter nucleus by 2 x 180° = 360°, i.e., by the full circle. The evolution is shown in a coordinate frame
rotating with &rot = —Wradio- In both cases, magnetization rotates about the thick purple arrow with the angular frequency proportional
to the length of the arrow.

The discussed motion of the magnetization vector M during irradiation is described by the following equations

dM.
dtz = —QMy + w1 sinpM;, (1.48)

dM,
dty = +QMy; — wy cos M, (1.49)

dM
dtz = —w1 sin @My + w1 cos p My, (1.50)
(1.51)

where ¢ is the azimuth of Weg. The equation can be written in a compact form as

= = e x M. (1.52)

1.5.5 Evolution of magnetization in éo

Egs. 1.50| are easy to solve in the absence of B (i.e., after turning off the radio waves):

dMy

= —-QM 1.53
a y (1.53)
dMy _ QM (1.54)
dt

dM,

= _9 (1.55)
dt

The trick is to multiply the second equation by i and add it to the first equation or subtract it from the first equation.
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d(My: + iM,

% — Q(=M, +iMy) = HQ(M, +iM,) (1.56)

d(My — iM,

% = Q(=M, — iMy) = —iQ(M, — iM,) (1.57)
My +iM, = Cyeti® (1.58)
My —iMy, = C_e i (1.59)

where the integration constants Cy = M (0) + iMy(0) = /M2(0) + M§(0)e¢0 and C_ = M;(0) — iM,(0) = 1/ MZ2(0) + M2(0)e~ %0

are given by the initial phase ¢ of M in the coordinate system (in our case, t = 0 is defined by switching off the radio waves):

My +iMy = /M2(0) + M2(0)e+(¥+90) = /N12(0) + M2(0)(cos(Q + ¢o) + i(sin(Q + ¢o)) (1.60)
Mg —iMy = /M2(0) + Mg(o)e*(iﬂtﬂﬁo) =4/ M2(0) + M2(0)(cos(Qt + ¢o) — i(sin(Qt + ¢0)), (1.61)

Mg = 1/ M2(0) + M2(0) cos(t + ¢o) (1.62)
My = /MZ2(0) + M2(0) sin(Q + ¢o), (1.63)

where

M, (0)
tangg = —2—. 1.64
T (1.64)
In order to obtain ¢o and |/M2(0) + M2(0), we must first solve Egs. This solution is not so easy, and we look only at the

result:

M. (0) = Moy sin(wegp) sind, (1.65)
My (0) = Mo(1 — cos(wegp)) sind cos 9, (1.66)
M (0) = Mo(cos? ¥ + cos(wegTp) sin’ 9), (1.67)

where My is the magnitude of the bulk magnetization in the thermodynamic equilibrium, 7, is duration of irradiation by the radio

waves, and tand = w1 /Q.



Lecture 2
Relaxation

Literature: A nice introduction is in K9.1 and K9.3, more details can be found in L19 and L20.1-
L20.3.

2.1 Relaxation due to chemical shift anisotropy

The Boltzmann law allowed us to describe the state of the system in the thermal equilibrium, but it
does not tell us how is the equilibrium reached. The processes leading to the equilibrium states are
known as relaxation. Relaxation takes places e.g. when the sample is placed into a magnetic field
inside the spectrometer or after excitation of the sample by radio wave pulses.

Spontaneous emission is completely inefficient (because energies of nuclear magnetic moments
in available magnetic fields are very small). Relaxation in NMR is due to interactions with local
fluctuating magnetic fields in the molecule. One sourcd!] of fluctuating fields is the anisotropy of
chemical shift, described by the axial and rhombic components of the chemical shift tensor. The
chemical shift tensor is given by the distribution of electrons in a molecule. Therefore, its orientation
in a coordinate frame attached to the molecule is fixed. As collisions with other molecules change
orientation of the observed molecule, the isotropic component of the chemical shift tensor does not
change because it is spherically symmetric (cf. Figure . However, contributions to the local fields
described by the axial and rhombic components fluctuate even if the constants d, and 6, do not
change because the axial and rhombic parts of the chemical shift depends on the orientation of the
molecule (Figure [2.1)).

Here, we introduce the basic idea by analyzing the effects of fluctuating magnetic fields in a
classical manner. Obviously, it is not possible to describe exactly random motions of each magnetic
moment. However, it is possible to describe statistically the effect of random fluctuations of magnetic
fields on the bulk magnetization. For the simplest model of molecules (rigid spherical particles in an
isotropic solvent), the final equation is surprisingly simple. However, the derivation is very tedious.
Therefore, we limit our analysis to the axially symmetric chemical shift tensor, and divide it to two
steps.

IThere are stronger sources of fluctuating fields in real molecules, but we limit our discussion to the chemical shift
anisotropy in this lecture. We extend our analysis to other sources later, when we introduce quantum mechanical
description of NMR.

37
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Figure 2.1: Visualization of reorientation of the anisotropic contribution to the chemical shift tensor as a result of
tumbling (rotational diffusion) of the molecule.

2.2 Adiabatic contribution to relaxation

We start by the analysis of adiabatic contributions to relaxation. In physics, the term adiabatic is
used for processes that do not change energy of the studied system. The adiabatic contributions to
relaxation are due to fluctuations of magnetic fields parallel to Bo. Therefore, they do not change
distribution of the z-components of magnetic moments (components parallel to éo). As the energy
of magnetic moments is given by —/ - éo, i.e., it depends only on the component of the magnetic
moment parallel to B%, the fluctuations parallel to By do not change the overall energy of magnetic
moments. However, they randomize distribution of the x and y components. In other words, the
adiabatic contributions to relaxation destroy coherence of the x and y components of magnetic
moments (distributed as shown in the right panel of Figure that was created by the radio wave
pulse at the beginning of the NMR experiment.

As the molecules rotate and the anisotropic components chemical shift tensors rotate with them
(Figure , the vertical magnetic fields (By + Be,.) ﬂuctuateﬂ These fluctuations are random and
independent for different molecules because individual molecules in solution tumble randomly (due to
collisions with other molecules) and independently. Therefore, the frequency of precession of magnetic
moments in individual molecules, given by By + B. ., also fluctuates (randomly and independently
for each molecule). As a consequence, the magnetic moments in individual molecules do not precess
completely coherently (with the same frequency) and their distribution shown in (Figure is
slowly randomized. The cyan arrow in Figure representing the bulk magnetization M of the
given distribution of magnetic moments, shrinks but stays in the xy plane, as long as only adiabatic
relaxation (fluctuations along Eo) are considered. Note that we observe two processes: rotation of
the cyan arrow (]\7[ ) in the zy plane with the (average) precession frequency, and shrinking of the
cyan arrow due to the adiabatic relaxation.

2As the molecule rotates, B, . and B, , of course fluctuates two. However, fluctuating B, , and B, , have only the
non-adiabatic effect, discussed in the next section. In this section, we analyze adiabatic effects. Therefore, we can
ignore what happens to B, and B. ,. As explained in Section our analysis of adiabatic contributions describes
effects of molecular collisions that happen at a frequency different from the precession frequency of the observed
magnetic moment.
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In order to describe the adiabatic relaxation quantitatively, we express the precession frequency
w, in terms of the components of the chemical shift tensor and anglesﬂ describing its orientation in
the laboratory coordinate frame, depending on the orientation of the given molecule in the sample

(Eq [L8):

w, = —Y(By + Bo.) = —yBo(1 + &) — 7By (3 cos® ¥ — 1). (2.1)

The analysis presented in Section shows that the coherence disappears (the cyan arrow
shrinks) with a rate constant (called R, in this text) proportional to the time integral of the time
correlation function, i.e., of a mathematical function describing how quickly a molecule (and conse-
quently the chemical shift tensor attached to it) looses memory of its original orientation (Eq. .

— (yBos.)’ / (Beos? 0{0) = 1)(3cos? 98] — 1), (2.2)
0

where the horizontal bar indicates an average value for all molecules in the sample and 9¥(0)
describes orientation of the chemical shift tensor at ¢ = 0. Note that statistics play the key role
here: the whole analysis relies on the fact that although the product (3 cos® 9(0) —1)(3 cos? ¥(t) — 1)
changes randomly and differently for each molecule (and therefore cannot be described), the value of
the time correlation function (3 cos?9(0) — 1)(3 cos? ¥(t) — 1) is defined statistically. If the structure
of the molecule does not change (rigid body rotational diffusion), which is the case we analyze, the
analytical form of (3 cos?9(0) — 1)(3cos?¥(t) — 1) can be derived. The simplest analytical form of
the time correlation function is derived from the rotational diffusion equation in Section [2.6.2] The
derivation shows that the time correlation function for spherically symmetric rotational dlffusmn is
a single-exponential function:

3 1 3 1 1 1 rot
(5 cos?9(0) — 5) (5 cos? J(t) — 5) = ge_t/TCdt = ge_GD ‘Y (2.3)

where 7. is the rotational correlation time and D™ is the rotational diffusion coefficient, given
by the Stokes’ law

kgT

&mn(T)r3’ (24)

where 7 is the radius of the spherical particle, T" is the temperature, and 7(7") is the dynamic
viscosity of the solvent, strongly dependent on the temperatureﬁ

3We need only one angle, 1, for our analysis of adiabatic contribution to relaxation.
4Dynamic viscosity of water can be approximated by

n(T) = no x 1070/ (T=T0), (2.5)

where 19 = 2.414 x 10 5kgm~1ts™!, T, = 247.8K, and T} = 140K (Al-Shemmeri, T., 2012. Engineering Fluid
Mechanics. Ventus Publishing ApS. pp. 1718.).
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Analytical solutions are also available (but more difficult to derive) for axially symmetric and
asymmetric rotational diffusion, with the time correlation function in a form of three- and five-
exponential functions, respectively.

For the spherically symmetric rotational diffusion, the rate constant of the loss of coherence can
be calculated easily:

4 , 1

= (7Bpda)” ——.
(vBoda) 6. Drot

— (2.6)

R 'YBO 2/ t/TCdt (”}/Bo(; ) Tc
0

2.3 Including non-adiabatic contribution to relaxation

A much more complex analysis of the non- adwbatzc contributions to relaxation, consequences of
magnetic ﬁelds fluctuations perpendicular to BO, is outlined in Section “ Fluctuations perpen-
dicular to Bo are also results of molecular tumbling, but now we are interested in how B, , and B, ,
fluctuate due to the reorientation of the chemical shift tensor. B, and B., have the same direc-
tion as the magnetic field of the radio waves used to rotate the magnetization form the equilibrium
orientation (in the z direction) to the zy plane. Accidentally, the molecule may tumble for a short
time with a rate close to the precession frequency of the magnetic moments. The resulting perpen-
dicular fluctuations then act on the magnetic moments in a similar manner as the radio waves, i.e.
rotate them about a horizontal axis. This of course changes the distribution of the z components of
the magnetic moments and changes their energy in Bo. However, there is a fundamental difference
between the fluctuations and the radio waves. The radio waves coherently rotate magnetic moments
in all molecules, but the fluctuating fields are different in the individual molecules. And because the
fluctuations are random, they randomly change distribution of magnetic moments until it returns
to the equilibrium distribution. This is what happens after a sample is placed in the magnetic field
of the spectrometer, and this is also what starts to happen immediately after the magnetization is
tilted from the z direction by the radio waves.

The analysis in Section [2.6.3| provides values of two relaxation rates, (i) of the longitudinal relax-
ation rate Ry describing how fast the z component of the bulk magnetization returns to its equilibrium
value, and (ii) of the transverse relaxation rate Ry describing how fast the x and y components of the
bulk magnetization decay to zero. Note that the longitudinal and transverse relaxation are different
processes. The return of M, to its equilibrium value is identical with the process of restoring the
equilibrium distribution of magnetic moments. However, the transverse relaxation has two sources,
the non-adiabatic return to the equilibrium distribution of magnetic moments (with the orientation
along By being slightly preferred) and the adiabatic loss of coherence. For large molecules, the loss
of coherence is much faster than the return to the equilibrium distribution, which makes Ry > R;.

Quantitatively,

1
Ry = 3(vByd,)? <§

J(Wo) + %J<—w0)) ~ 3 (7B0(5a)2 J(WO), (27)

where



2.3. INCLUDING NON-ADIABATIC CONTRIBUTION TO RELAXATION 41

T(w) = 70 (gcos2(9(0)) - %) (gcosz(G(t)) - %) cos(wit). (2.8)

The function J(w) is known as the spectral density function.
Note that

e The definition of Ry, describing solely the non-adiabatic effects of fluctuations perpendicular to
By includes the same time correlation function as the definition of Ry, describing the adiabatic
effects of fluctuations parallel to éo. This is possible in isotropic solutions, where no orientation
of the molecule is preferred. Then the distribution of the orientation of the molecules in the x
or y direction should be the same as in the z direction and the same time correlation function
can be used. Do not get confused! The molecules may be oriented isotropically even if their
tumbling is anisotropic. The anisotropic tumbling (rotational diffusion) is a result of a non-
spherical shape of the molecule, whereas anisotropic orientation is a result of an external force
preferring certain orientation of the molecules. The magnetic field represents such a force, but
this force is very small for diamagnetic molecules and can be often neglected when describing
orientations of the molecules[]

e The definition of R;, unlike that of Ry, includes also the value of the (average) precession fre-
quency wy. This reflects the fact that the fluctuations perpendicular to éo rotate the magnetic
moments about a horizontal axis only if their rate matches the precession frequency (resonance
condition).

e The term in the integral defining Ry, lacking the cosine function of wy, can be also written
as a value of the spectral function at the zero frequency (zero in the exponent converts the
exponential function to unity).

Similarly, R, is given by

Ry = 2(1B08,)? J(0) + 5 (yBub)* T (e, (2:9)

where the first term is the adiabatic contribution destroying the coherence. Note that

e The first term is the adiabatic contribution destroying the coherence.

e The second term is the non-adiabatic contribution, equal to %Rl. The factor of % reflects the
fact that fluctuations in a certain direction influence only components of magnetic moment
vectors perpendicular to that direction. E.g., fluctuations along the x axis influence only p,,
but not p,. Therefore, a fluctuation in the x direction that causes some longitudinal relaxation
(described by R;) by altering pu., is only half as effective at causing transverse relaxation
described by R, (only p, is altered, not p,).

®Note, however, that the magnetic field cannot be neglected when describing the return of the magnetization to
the equilibrium, as discussed in Section W
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The longitudinal relaxation rate Ry, describing the return of M, to the equilibrium due to the
chemical shift anisotropy in randomly reorienting molecules, and the transverse relaxation rate
R5, describing the decay of magnetization in the xy plane, are given by

3.
R, = ib{J(wo), (2.10)
1, 3 5

where b = —2vBy0,.

2.4 Internal motions, structural changes

So far, we analyzed only the rigid body motions of molecules, assuming that the structures of
molecules are rigid. What happens if the structure of the molecule changes? Let us first assume that
the structural changes are random internal motions which change orientation of the chemical shift
tensor relative to the orientation of the whole molecule, but do not affect the size or shape of the
tensor. Then, Eq. can be still used and Ry is still given by Eq. [2.49 but the correlation function
is not mono-exponential even if the rotational diffusion of the molecule is spherically symmetric. The
internal motions contribute to the dynamics together with the rotational diffusion, and in a way that
is very difficult to describe exactly. Yet, useful qualitative conclusions can be made.

e If the internal motions are much faster than rotational diffusion, correlation between 3 cos? ¥(0)—
1 and 3cos?9(t) — 1 is lost much faster. The faster the correlation decays, the lower is the
result of integration. The internal motions faster than rotational diffusion always decrease the
value of Ry (make relaxation slower). Amplitude and rate of the fast internal motions can be
estimated using approximative approaches.

e If the internal motions are much slower than rotational diffusion, the rate of the decay of
the correlation function is given by the faster contribution, i.e., by the rotational diffusion.
The internal motions much slower than rotational diffusion do not change the value of Ry
significantly. Amplitude and rate of the fast internal motions cannot be measured if the motions
do not change size or shape of the diffusion tensor.

If the structural changes alter size and /or shape of the chemical shift tensorﬂ parameters ¢; and d,
vary and cannot be treated as constants. E.g., the parameter ¢; is not absorbed into the constant (av-
erage) precession frequency (removed by introducing the rotating coordinate frame in Section [2.6.1))
and 6;(0)d;(t) contributes to Ry even if it decays much slower than (3 cos?9(0) — 1)(3 cos? J(t) — 1).

e Internal motions or chemical processes changing size and/or shape of the chemical shift tensor
may have a dramatic effect on relaxation even if their frequency is much slower than the
rotational diffusion of the molecule. If the molecule is present in two inter-converting states

SExamples of such changes are internal motions changing torsion angles and therefore distribution of electrons, or
chemical changes (e.g. dissociation of protons) with similar effects.
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(e.g. in two conformations or in a protonated and deprotonated state), the strongest effect is
observed if the differences between the chemical shift tensors of the states are large and if the
frequency of switching between the states is similar to the difference in yByd; of the states.
Such processes are known as chemical or conformational exchange and increase the value of Ry
and consequently R,.

2.5 Bloch equations

The effects of relaxation can be included in the equations describing evolution of the bulk magneti-
zation (Egs. 1.50). The obtained set of equations, known as Bloch equations, provides a general
macroscopic description of NMR for proton and similar nuclei.

dM,

T - — Ry M, — QM, + w; sin pM,, (2.12)
dM
dty = +QM, — RoM,, — wy cos oM., (2.13)
dM, .
Erai —wy sin o M, + wq cos oM, — Ry (M, — M:Y). (2.14)
(2.15)

HOMEWORK

First check that you understand how equations describing rotation of magnetization in the absence
of the radio waves (Egs. [1.53H1.55|) are solved. Then derive the rate constant Ry (Section [2.6.1)).
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2.6 DERIVATIONS

2.6.1 Loss of coherence
Motion of a magnetic moment in a magnetic filed is described classically as (cf. Eq.

@ =

=& X ig=—yB X [, 2.16
7 A=-—Bx[i (2.16)
or for individual components:
dpg
=w —w s 2.17
dt yHz zHy ( )
dpy
- - —w , 2.18
ET: z Mz x [z ( )
dp
—_— = w —w . 2.19
di =ty yHx ( )

Solving a set of three equations is not so easy. Therefore, we start with a simplified case. Remember what we learnt when we tried
to rotate the magnetization away from the z direction by magnetic fields perpendicular to éo, i.e., by fields with B; and By components.
Only B, and By fields rotating with the frequency equal to the precession frequency of individual magnetic moments (Larmor frequency)
have the desired effect. Let us start our analysis by assuming that the molecular motions are much slower than the Larmor frequency.
Under such circumstances, the effects of Be » and Be y can be neglected and the equations of motion simplify to

d

:x = —wzpy =vYBzpy (220
t

d

Sy _ Wzt = —YBz iz (2.21)

dt

d

= _p (2.22)

d¢

Eqgs. are very similar to Eqs. [1.53H1.55} so we try the same approach and calculate

dpt _ d(pe +ipy)

i ” = iwz (o + ipy) = =iy Bz (ke +ipy) = —iyBzpu™ (2.23)

According to Eq. [1.41]

B, = By 4 Be,» = Bo(1+ 8 + 8a(3cos? 9 — 1) + 6;(2cos? x — 1) sin? 9). (2.24)

For the sake of simplicity, we assume that the chemical shift tensor is axially symmetric (6 = 0). Then, w, can be written as

ws = —7(Bo + Be,2) = —vBo(1 + 6) — 7Boda(3cos? ¥ — 1) = wo + b6, (2.25)
where
wo = —yBo(1 + 6) (2.26)
b= —2vByda (2.27)
29 -1
ol — 73“’52 . (2.28)

This looks fine, but there is a catch here: Eq. @ cannot be solved as easily as we solved @—@ because w; is not constant but
fluctuates in time. The value of w, is not only changing, it is changing differently for each molecule in the sample and it is changing in
a random, unpredictable way! Can we solve the equation of motion at all? The answer is ”yes and no”. The equation of motion cannot
be solved for an individual magnetic moment. However, we can take advantage of statistics and solve the equation of motion for the total
magnetization M7T, given by the statistical ensemble of magnetic moments.

We start by assuming that for a very short time At, shorter than the time scale of molecular motions, the orientation of the molecule
does not change and Ol remains constant. We try to describe the evolution of T in such small time steps, assuming

Apt dpt

~ A Iyt 2.2
A7 a i(wo +b0"Mp (2.29)
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[y pi [y y i

Figure 2.2: Evolution of magnetic moments due to longitudinal (parallel with Bo) fluctuations of magnetic fields. The symbols ua'
and “Z are connected by 2F possible pathways composed of black and green segments. Each black segment represents multiplication by
one, each green segment represents multiplication by ib@g At, where j ranges from 1 to k. The product of binomials in Eq. is a sum
of 2% terms. In order to obtain one term of the series, we walk along the corresponding pathway and multiply all black and green numbers
written above the individual steps. The pathway composed of the black segments only gives the result of multiplication equal to one, the
pathways containing just one green segment give results of multiplication proportional to At, the pathways containing two green segments
give results of multiplication proportional to (At)2, etc. In order to get the complete product in Eq.[2.36] we must walk through all possible
pathways (all possible combinations of the segments) and sum all results of the multiplication.

If the initial value of p¥ is ,uBL and if the values of wp,b, Ol during the first time step are wo,1,b1, @?, respectively, the value of ut
after the first time step is

pf = ud + Apy = +iwo + 010 AT = [1+i(wo,1 + 010))Atlug . (2.30)
After the second step,
py =i + A = +iwos + 02O At = [1+i(wo2 + 52O AL +i(wo 1 + b1O]) At] . (2.31)
After k steps,
=1 +i(wo i + bkON AL + i(wo k1 +bs_10)_ AL [1 +i(wo,2 + b20) AL][1 + i(wo,1 + b10)) ALl (2.32)

If the structure of the molecule does not change, the electron distribution is constant and the size and shape of the chemical shift tensor
described by & and 8, does not change in time. Then, wg and b are constant and the only time-dependent parameter is ©!l, fluctuating as
the orientation of the molecule (described by ) changes. The parameter wg = —vyBp(1 + ;) represents a constant frequency of coherent
rotation under such circumstances. The coherent rotation can be removed if we describe the evolution of 4t in a coordinate frame rotating
with the frequency wp. The transformation of ut to the rotating frame is given by
)

(H rot = 'u+e—iw0t. (2.33)

We also need to express the derivative of (11 )rot, which is done easily by applying the chain rule:

d(ut)rot _ d(pteiwot) _ dut

eTiwot _jyopteTiwot, 2.34
dt dt dt or (2:34)
Substituting dut/dt from Eq. results in

d(p ot . Iy 4 omiwot s 4 —iwot — ol a—iwot — 1ol 4

T i(wo +b0"MpTe iwouTe =ibOuTe =160" (1™ )rot- (2.35)

When compared with Eq. |2.29] we see that wg disappeared, which simplifies Eq. to
(1 )ror = [1+ibOJ A1+ b0 Af]--- [1 +bOI AL + 180 At (1 )ror. (2.36)

The process of calculating the product of brackets in Eq. is shown schematically in Figure The final product is

(1 ot = [+ ibAEO) +O) |+ +0l) —p?arz@)©] |+ - 1el+ol)+ ..telel) — A (..)+ - J(ud ). (2.37)
We can now return to the question how random fluctuations change u*. Let us express the difference between ut after k and k — 1
steps:
A rot = (1 Jrot — (17 ror = [ibAtO) —p2A20l (B |+ 40y —PAB () + (1 ror- (2.38)
Dividing both sides by At

A rot

= el —v?atel @l |+ ..oy —PA(.) + - )(ud ror (2.39)

and going back from At to dt (neglecting terms with dt?,d¢3, ..., much smaller than dt),
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+ ¥
W = |ibell(t) be/GH(tk)QH (tr — t5)dt; | (ot (2.40)
0

We see that calculating how fluctuations of B, affect an individual magnetic moment in time t; requires knowledge of the orientations
of the molecule during the whole evolution (@H (tx, —t;)). However, we are not interested in the evolution of a single magnetic moment, but
in the evolution of the total magnetization MT. The total magnetization is given by the sum of all magnetic moments (magnetic moments
in all molecules). Therefore, we must average orientations of all molecules in the sample. In other words, we should describe Ol using two
indices, k and m, where k describes the time step and m the orientation of the given molecule. Calculation of the evolution of M™ then

should include summation of @‘IL m for all k and m, or integration over the angles describing orientations of the molecule in addition to the

time integration. As the magnetic moments move almost independently of the molecular motions, we can average ©ll and put separately.
In the case of the axially symmetric chemical shift tensor, the orientations of molecules are given by orientations of the symmetry axes @
of the chemical shift tensors of the observed nuclei in the molecules, described by the angles ¢ and 9. In order to simplify averaging the
orientations, we assume that all orientations are equally probable. This is a very dangerous assumption. It does not introduce any error
in this section, but leads to wrong results when we analyze the effects of fluctuations of magnetic fields perpendicular to BO!

As the angle 9(t) is hidden in the function ©/l(t) = (3 cos¥? — 1)/2 in our equation, the ensemble averaging can be written a

2 T tr 2 T
d(MT(t 1 1
% = |- /@/@H (t1) sin 9dd —bg/dtjr /@/e” (t2)0) (t4 — t) sin9d9 | (Mo, (2.41)
™ vy
0 0 0 0 0

where ¢ = () and 9 = (tg).
In order to avoid writing too many integration signs, we mark the averaging simply by a horizontal bar above the averaged function:

ty
ol (t;) —b2/9\\(tk)®“ (tr — tj)dt; | (Mg )rot. (2.42)
0

d(MY (tg))rot _
dt N

The average values of a2 = cos? ¥, of a2 = cos? psin? ¥, and of ai = sin? ¢sin? ¥ must be the same because none of the directions
xz,y, z is preferred:

a2 = a2 = a2. (2.43)
Therefore,
aTa =32 (241
and
a2+a2+a?=1=a2+a2+a2=1=3d2 1= 3cos?29 - 1)=20l=0= 6l =0. (2.45)

It explains why we did not neglect already the b2dt term — we would obtain zero on the right-hand side in the rotating coordinate
frame (this level of simplification would neglect the effects of fluctuations and describe just the coherent motions).
We have derived that the equation describing the loss of coherence (resulting in a loss of transverse magnetization) is

+ e
% - b2/®|l(tk)e\\(tk “)dt; | (M )ret, (2.46)
0

where the value of ©ll(t;)0l (¢, — t;) is clearly defined statistically (by the averaging described above). Values of oli(ty)ell (ty — t;)
can be determined easily for two limit cases:

o t;=0: If t; =0, Oll(t)ON (), —t;) = (Bll(ty))2, i.e., O (ty) and Oll(ty — t;) are completely correlated.

The average value of Oll ()2 is

27 ™
1 1 1
oll(t)? = 1(30052 9—1)2 = Tom /dgo/dﬁ(sinﬂ)(i%cos2 9—1)2% = 3 (2.47)
0 0

"Two integrals in the following equation represent calculation of an average of a function depending on the orientation. Geometrically,
it is summation of the values of the function for individual surface elements (defined by inclination ¥ and azimuth ¢) of a sphere with the
radius r = 1, divided by the complete surface of the sphere 47. Note that the current orientation of each molecule at ¢ is described by
9(t) and @(ty), the values ¥(t;) hidden in the function ©l(¢;) describe only history of each molecule. They are somehow related to 9¥(ty)
and ¢(ty) and therefore treated as an unknown function of ¥(¢x) and ¢(¢) during the integration.
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e t; — co: If the changes of orientation (molecular motions) are random, the correlation between Oll(ty) and @l (¢, — t;) is lost

for very long t; and they can be averaged separately: oll(ty)el(t, — t;) = ol(t) - oll(t, — t;). But we know that average
0l (t) = 3cos2 ¥ — 1 = 0. Therefore, Ol(t,)0l (¢}, —t;) = 0 for t; — oo.

If the motions are really stochastic, it does not matter when we start to measure time. Therefore, we can describe the loss of coherence
for any tj as

F1E.7 00 P [ —
R be/ elel(Bdt| (M )ror, (2.48)

which resembles a first-order chemical kinetics with the rate constant
oo
Ro = b2/eH(o)®II(t)dt. (2.49)
0

In order to calculate the value of the rate constant Rp, we must be able to evaluate the averaged term ©l(0)0ll(¢), known as the
time correlation function. As mentioned above, statistics play the key role here. Although the product O (0)6” (t) changes randomly and
individually, the value of the time correlation function is defined statistically.

2.6.2 Time correlation function

Analysis of the isotropic rotational diffusion in Section allows us to calculate the time correlation function ©11(0)0©Il(t) for this type
of diffusion (with a spherical symmetry). The ensemble-averaged product of randomly changing (3 cos? 9(t) — 1)/2, evaluated for a time
difference t, can be expressed as

(g cos2 9(0) — %) (g cos2 9(t) — %) (2.50)
= 7dap(0) /Wsin 9(0)d9(0)po 7dgp(t) /Wsin 9(t)dd(t) (; cos? 9(0) — %) (g cos? 9(t) — %) G(9(0), p(0)[9(t), ¢(t)), (2.51)
0 0 0 0

where pg is the probability densitﬂ of the original orientation described by ¢#(0) and ¢(0), and G((0), ¢(0)|9(t), ¢(t)) is the conditional
probability density or propagator (also known as the Green’s function) describing what is the chance to find an orientation given by ¥(¢), p(t)
at time ¢, if the orientation at ¢t = 0 was given by 9¥(0), ¢(0).

If the molecule is present in an isotropic environmenté po plays a role of a normalization constant and can be calculated easily from
the condition that the overall probability of finding the molecule in any orientation is equal to one:

27 ™
1

/ de(0) / Sn(0)Ad(O0)po = tmpo =1 = po= . (2.52)
vy

0 0

Evaluation of G(1¥(0),¢(0)|9(t), ¢(t)) requires to solve the diffusion equation Eq. |96 We again express G as a product of time-
dependent and time-independent functions g(¢)P(¢). The function g(¢) is defined by Eq. [95] the function P(9) is a simplified version of
function f(9, ) from Eq. Since our correlation correlation function does not depend on ¢, OP/d¢ = 0, and we can further simplify

Eq. 0] to

1 u2)£ 2l p=ap (2.53)
du? du T ’
da2p dpP
1-u?)—=% —2u— — AP =0. 2.54
(A —u?) s = 2u - (2.54)
We expand P in a Taylor series

> 1 dkP(0)
P k ' , 2.55
];)aku U= ook (2.55)

8Probability density is defined in Section m
9Note that in the isotropic environment, where all orientations of the molecule are equally probable, the diffusion can be very anisotropic
if the shape of the molecule greatly differs from a sphere.
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calculate its first and second derivatives

dP &
v Z kagu®~1, (2.56)
u
2P &
= Z (k = Dapub~2, (2.57)
i
and substitute them into Eq.
o0 o0 oo
(1 —u?) Z k(k — Daguf=2 -2 Z kapu® — A Z apuf —2u =0 (2.58)
k=0 k=0 k=0

oo

i k(k — Dagu®~ Z — Dagu® —2 Z kagu® — X Z apu® = 0. (2.59)
k=0

Note that the first two terms of the first sum are equal to zero (the first term includes multiplication by k = 0 and the second term
includes multiplication by K — 1 = 0 for k£ = 1). Therefore, we can start summation from k£ = 2 in the first term

Zk(k— Dagu®~ Zk(k’— Daru —ZZkaku —)\Zaku =0. (2.60)

k=2 k=0

We shift the index in the first sum by two to get the first sum expressed in the same power of u as the other sums

i(k +2)(k + 1agyou® — f: k(k — agu® — 2 f: kaju® — X i apu® =0 (2.61)
k=0 k=0 k=0 k=0
i ((k+2)(k + Dagyo — (k(k — 1) 4+ 2k 4+ Aag) u* = i ((k+2)(k + Dagyo — (k(k + 1) 4+ Nag) u* = 0. (2.62)
k=0 k=0

This equation is true only if all terms in the sum are equal to zero
(k+2)(k + Dagsz — (k(k+ 1) + Aag = 0, (2.63)
which gives us a recurrence formula relating axyo and ag:

k(k+1) + A

GG ID% " 0. (2.64)

ap+2 =

We can use the recurrence formula to express the Taylor series in terms of ag and ai:

(2.65)

0-1+2A 0-1+XA 2-34+2A 124X 4 1:24X 3442
P=a0(1+ TA2 A, + u4+..)+a1(u+ A3 + tAs L ):0.

u u
1-2 1-2 3-4 2-3 2-3 4-5

What is the value of A? Note that ayyo = 0 for each A = —k(k + 1), which terminates one of the series in large parentheses, while the
other series grows to infinity (for u # 0). To keep P finite, the coefficient before the large parentheses in the unterminated series must be
set to zero. It tells us that we can find a possible solution for each even or odd k if a1 = 0 or ag = 0, respectively.

k=0 ag=0 P=Py=1 A=—k(k+1)=0 (2.66)
k ap = G =P =u=cos?t A=—-k(k+1)=-2 (2.67)
3u? -1 3cos?d¥—1
k=2 a1=0 G=P = “2 = C°S2 A= —k(k+1)=—6 (2.68)
5ud — 3 5cos® ¥ — 3 cos ¥
k=3 ap=0 G=P;= “2 w2 5 o8 A= —k(k+1)=—12 (2.69)
(2.70)

The value of ag or a; preceding the terminated series was chosen so that Py(u = 1) = P,(¢ =0) = 1.
Which of the possible solutions is the correct one? It can be shown easily that
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1

/ Pyo(w) Pys (w)du = / Py (0) Py (9)d0) =
0

—1

Snr 2.71
2% + 1 *k (2.71)

i.e., the integral is equal to zero for each k # k' (Pj are orthogonal). As we are going to use G = g(¢)P(9) to calculate a correlation
function for functions having the same form as the solutions for k = 2 and as the calculation of the correlation function includes the same
integration as in Eq. [2.71] it is clear that the only solution which gives us a non-zero correlation function is that for k = 2, i.e. P2. Our
function G is therefore given by

3cos? ¥ — 1676Dr0tt

G=go 5 (2.72)
Still, we need to evaluate the factor gg. This value must be chosen so that we fulfill the following conditions:
2 ks
/dga/sin 9dIG =1 (2.73)
0 0
and
G(t =0) = 6(9 — 9(0)), (2.74)
where (% — 9¥(0)) is a so-called Dirac delta function, defined as
o0
[ 1@~ a0) = o). (2.75)
— 00

The second condition says that ¥ must have its original value for ¢ = 0. This is fulfilled for go proportional to (3 cos?9(0) — 1)/2:

3cos? 9(0) — 1
go = 60#. (2.76)
2
We can re-write our original definition of the correlation function with the evaluated G function and in a somewhat simplified form
(omitting integration over ¢ and ¢(0)):

1

1
1 1 (3ug —1)2 2_1)2 ro
(5020000 = 3) (o020~ 5 ) = [ duoco [ 45— 17 (o Z 17 -oprre @.77)
—1 —1

where po can be evaluated from the normalization condition

1
/duwo =2p0=1=po = (2.78)

and
co from

1 1 1

3ud —13u? —1 3u — 1 2 5

/duo/couoiuié(ufuo)du /dUQCO( uO )’ =—-co=>co=—. (2.79)
2 2 5 2

—1 —1 -1

Finally, the correlation function can be calculated

1 1
1 3 - 1 - 1 ro 1 ro
(20052 9(0) — 5) (g cos? ¥(t) > > /duo/du( us (3u ) —6D™% _ - ,—6D™"t, (2.80)
21 S

4 5

We have derived that the time correlation function for spherically symmetric rotational diffusion is a single-exponential function.



50

2.6.3 Return to equilibrium

After introducing the correlation function, we can repeat the analysis using the same simplifications (rigid molecule, isotropic liquid), but

taking the transverse (perpendicular) field fluctuations into account.

e e —
dt yr= =y
Wy ot — want
dt zZHT xr z
dp= w —w
at z My yHz
Expressing w, as bO+ cos ¢ and Wy as b0~ sin ¢, where
b= —2vBpda

3
ot = 3 sin 1 cos 19,

gives

dpte

:t = (b0~ sin )z — (wo + 6011y
d

% = (wo + b0z — (bO cos ).
dps .

% = (bO* cos p)uy — (bO* sinp)pa,

Introducing ut = pz +ipy and u= = pg — ipy results in

dpt — _i0olle : Iy, +
el ibO~eP . +i(wo + 601
du— )

% = ibOTe ¥, —i(wo +001)u~
dps _ i 1 —ip, + i, —
pral §b® (e ut —e%u ),

In a coordinate frame rotating with wo,

+
d(p ot = —ip@Leile—wot) ;4 pol (1 )rot
dt
M — ib@le—i(w—umt)#z _ ol (17 )rot
dt
duz _ 101 (—ile—wot)(,+ i(p—wot) (,—
dt = gbe (e (N )rot —€ (N )rot)a

Note that now the transformation to the rotating frame did not remove wg completely, it survived in the exponential terms.

(2.81)
(2.82)

(2.83)

(2.84)

(2.85)

(2.86)
(2.87)

(2.88)

(2.89)
(2.90)

(2.91)

(2.92)
(2.93)

(2.94)

Again, the set of differential equations cannot be solved because ol, 1, and o fluctuate in time, but we can analyze the evolution

in time steps short enough to keep ©ll, 6+ and ( constant.

uh =pd + Apf = [1+i(wo + b0 Atlud — ibOTF Atel(#1 w0ty

wy = pg +Ap; = [1—i(wo+ b@Q)At]ua + ib@fAtefi(W*WOtl)uZ’o

i Y i : _ _
Hea = 10+ Dtz = pzo = SbOT At 1m0 4 Zpof Atellere0m)

(2.95)
(2.96)

(2.97)

The pt, u—, and tz,0 are now coupled which makes the step-by-step analysis much more complicated. Instead of writing the equations,
we just draw a picture (Figure [2.3]) similar to Fig. [2.2] Derivation of the values of relaxation rates follows the procedure described for
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ive! At ivel At ibel At b0l At b0 At

— 1 = +Z + - Lo =1 = 4

Mz k

—ibOll At —ibelA —ibOI AL —ibel At —ibOll At
Figure 2.3: Evolution of magnetic moments due to longitudinal (parallel) and transverse (perpendicular) fluctuations of magnetic fields.
The meaning of the diagram is the same as in Fig. but additional segments (red and blue) interconnect ,u,;', ,u,j_ , and p j, substantially
increasing the number of possible pathways. The pathway composed of the black segments only gives the result of multiplication equal to

one, the pathways containing just one segment of a different color give results of multiplication proportional to At, the pathways containing
two segments of a color different than black give results of multiplication proportional to (At)?, etc.
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the parallel fluctuations (Egs. . As the number of possible pathways in Fig. is very high, already the list of the terms
proportional to At and At? is very long. Fortunately, we are not interested in evolution of magnetic moments in individual molecules,
described in Fig. The values of ®¥, @f, 1, etc. are different for each molecule and we are interested in what we get after averaging
results of multiplications for all molecules (all possible orientations). In order to avoid writing the long expressions for magnetic moments
of individual molecules, we skip steps corresponding to Eqgs. [2.36] and jump directly to the calculation of the evolution of total
magnetization (corresponding to Eq. [2:41).

Let us start with the terms proportional to At, which give us the imaginary term proportional to b when calculating dM T /dt (and
dM~ /dt, dM,/dt). We have already seen that the average of ©ll (the green segment) is zero. The terms containing ©1 (red and blue
segments) contain the exponential expression with the phase including ¢. If the azimuth ¢ is randomE the "red” and ”blue” terms average
to zero.

Let us now turn to the terms proportional to At2, which give us the time integral multiplied by b? when calculating dM* /d¢ (and
dM~/dt, dM,/dt). The pathways containing two red segments or two blue segments correspond to At? terms with a random phase in
the exponent (random sums of ¢; — wot;). When averaged for all orientations, such phases tend to zero. The At? terms do not average
to zero only in two cases: (i) if the pathway contains two green segments (effect of longitudinal fluctuations described above) or (ii) if the
pathway contains a combination of one red and one blue segment. The former case is obvious, but the latter one is more subtle.

We can distinguish two combinations of one red and one blue segment:

%bQAt?@kLei(wc—wotk)@jLe—i(saj—wotj) = %bQAtz(—)t@;ei(@k_ﬂoj_Wl)(tk_tj)) (2.98)
(with —wo(tx — t;) in the exponent) and

Lo A 20l o—i(on—wotr) @ Lailpj—wot;) — 112 A 1201 @l o= pk+e;+wo(te—t;))

SPPAPO T (P0G el (s —w0ts) = ZR AP OF oot ettty (2.99)

with +wo(tr — t;) in the exponent). As discussed in Section [2.6.1] we can replace t;, by zero and t; by ecause the molecular
ith t t;) in th t). As di d in Section [2.6.1 1 ty b dt; bythb th lecul
motions are random:

%b2At29i (0)0 (1)l —(? (1) = (0))+wot)) (2.100)
(with 4wot in the exponent) and
%b2m29¢(O)QL(t)ei<+<«p<o>—w<t>>—wot)) (2.101)

(with —wot in the exponent).
In both cases, the phase is not randomly distributed for different orientations only if ¢(0) — ¢(¢) is similar to wot. The average value

of ©1(0)2 is 3/10:

2m ™
0+(t)2 = g(:os2 ¥sin? ¥ = 9 /d¢/d19(sin3190052 9) = 3 (2.102)
4 167 10
0 0

for any t.

The M, component of magnetization is given by the average of the p. components at t;. In order to get to u, , through paths giving
terms proportional to At?, we must start at tz,0 and pass one blue segment and one red segment in Figure Egs. and
mathematically describe that orientations of magnetic moments are redistributed if the molecular motions (described by the azimuth ¢)
accidently resonate for a short time with the frequencies wot and —wpt. Then the magnetic energy of the magnetic moments is exchanged
with the rotational kinetic energy of the molecules. This energy exchange must be taken into account when we average magnetic moments
of individual molecules to calculate M.. Let us call the total rotational energy of molecules 86“. The exchange of the magnetic energy &,
of a magnetic moment [ with a small amount of rotational energy of molecules AE™* can be described as

EEOV = E°Y + AET + £, (2.103)

The molecular motions have much more degrees of freedom (both directions of rotational axes and rates of rotation vary) than the
magnetic moments (size is fixed, only orientation changes). We can therefore assume that the exchange perturbs distribution of the
magnetic moments, but the rotating molecules stay very close to the termodynamic equilibrium. At the equilibrium, the probability to
find a molecule with the rotational kinetic energy SéOt + A&t is proportional (Boltzmann law) to

e~ A g AgTOY, (2.104)
The conservation of energy requires

géot + Agrot +8H — g(r)ot7 (2.105)

10Note that this is true even in the presence of BO and in molecules aligned along the direction of BQ, for example in liquid crystals
oriented by the magnetic field.
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showing that AE™Y = —&,,. Consequently, the population of molecules with the given rotational energy is proportional to 1 — AE™t =
14 &,. According to Eq.|L.11} the probability of finding a magnetic moment in the orientation described by a given u = cosd,, is

w w 1
P(u) = U 1 =—(1 . 2.106
(W) = e~ e (L uw) = (14 uw) (2:106)
Consequently, £, = —uw = 1 — 2P®Y(u) and the probability to find a molecule with the rotational kinetic energy £5°% + AE™* is
proportional to
1= AE™ =14, =2—2P%(u) = 2(1 — PI(u)), (2.107)

where the factor of two can be absorbed to the normalization constant.

We have derived that the averaged values of p, are weigted by 1 — P°4(u). How does it affect the calculation of M,? In the expression
2z — P°4(u)pz, o in the first term is not weighted by anything and its average (multiplied by the number of magnetic moments per unit
volume) is equal to M,. The average value of the second term has been already calculated in Egs. It represents the equilibrium
value of the magnetization, M®°9. Therefore, averaging of u, results in M, — M9, usually abbreviated as AM,.

Using the same arguments as in Section [2.6.1]

dAM;
dt

- %lﬁ / @i(O)@l(t)e*i(%”(”*%"(o))ei“’otdt+%bQ / 0L (0)0L (1)ei(# (20 e—wotas | AM, (2.108)
0 0

The relaxation rate R; for M, known as longitudinal relazation rate in the literature, is the real par@ of the expression in the
parentheses

o0 (e o)
Ri = b2R / BL(0)6 L (t)e PP eiotdr 4 / 6L(0)0L ()er® w0 iwotgs (2.109)
0 0

If the fluctuations are random and their statistical properties do not change in time, they are stationary: the current orientation of the
molecule is correlated with the orientation in the past in the same manner as it is correlated with the orientation in the future. Therefore,

%) %) 0
/@l(O)@L(t)e*i(ﬂo“)*%m))ei“’otdt = % /@l(o)@i(t)e*i<w<t)w(0>>eiw0fdt+ / OL(0)0L(t)e~ile()—v(0))elwotqy (2.110)
o o %

:% / 6L(0)6L (1o i s ) ciwotqy, (2.111)
oo %<} 0
/ el(o)eL(t)ei<v<t>—«><o>>e—iwotdt:% / 6L(0)0L ()ei(# (D20 e—iwotqy 4 / 6L(0)0L (P20~ iwotqy (2.112)
0 0 —00

=% / BL(0)0L (1)e P —w0) ot g, (2.113)

In isotropic solutions, the motions of molecules are very little affected by magnetic fields. Therefore, the choice of the z axes is
arbitrary form the point of the view of the molecule (not of the magnetic moment!). Therefore, the terms with O+ can be replaced by

those with ©ll, multiplied by 3/2 to match the difference between ©l(0)2 = 1/5 with ©+(0)2 = 3/10:

% / eL(o)@L(t)eﬁwt)—w(m>eiiwotdt:% / ol ()0l (Heiwotqr. (2.114)

Real parts of the integrals in Eq.[2.114] are known as spectral density functions J(w). Note that the real part of the integral in the
right-hand side of Eq. [2.114] is

Hsolving Eq. [2.108] gives
AM, = AM_(0)e~ (F1H19)t — AN (0)e™Frtel’t = AM, (0)e™F1? (cosw't + isinw't) ,
where Ry and w’ are the real and imaginary parts, respectively, of the expression in the parentheses in Eq. [2.108 Whereas R; describes

the decay rate of AM,, w’, known as the dynamic frequency shift, describes an oscillation of AM,, and is usually included into the value
of wQ.
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afe{i / @II(o)@(t)eiiwotdt} :2 / 61(0)61(1) cos(wot)d. (2.115)
because
et1? = cosz tisinz. (2.116)

Also note that the integral in Eq. in Section [2.6.1] can be also included in the definition of the spectral density function if we
replace wg by zero:

/@H (06l ()dt = /@n (06l (D)t + / e1(0)el) :% / @|‘(0)®“(t)e0dt:%J(0). (2.117)



Lecture 3
Signal acquisition and processing

Literature: Function of an NMR spectrometer is nicely described in L4, K13, or C3.1. More details
are provided in B23. Experimental setup is discussed in C3.8.2. Signal averaging is described in 5.2,
quadrature detection in L5.7 and LA.5, K13.6, and C3.2.3, Fourier transformation is introduced in
K5.1-K5.3.1 and L5.8.1.-L5.8.3, and treated moro thoroughly in B8 and C3.3.1. Phase correction
is described nicely in K5.3.2-K5.3.4 and discussed also in C3.3.2.3 and L5.8.4-1.5.8.5, zero filling is
discussed in C3.3.2.1 and K5.5, and apodization is explained in K5.4 and C3.3.2.2.

3.1 NMR experiment

The real NMR experiment closely resembles FM radio broadcast. The mega-hertz radio frequency
Wradio Plays the role of the carrier frequency, and is frequency-modulated by the offset, which usually
falls in the range of kilo-hertz audio frequencies. In the same fashion, the carrier frequency of the
FM broadcast is modulated by the audio frequency of the transmitted signal (voice, music). Like
when listening to the radio, we need to know the carrier frequency to tune the receiver, but its
value is not interesting. The interesting information about the chemical environment is hidden in the
audio-frequency offset. Note, however, that the numerical value of €2 is arbitrary as it depends on
the actual choice of the carrier frequency. What can be interpreted unambiguously, is the constant
0, given just by the electron density. But in practice, the absolute value of § is extremely difficult to
obtain because the reference 6 = 0 represents nuclei with no electrons — definitely not a sample we
are used to produce in our labs. Therefore, more accessible references (precession frequencies wyes of
stable chemical compounds) are used instead of the vacuum frequency. The value of ¢ is than defined
as (W — Wrer) /wrer and usually presented in the units of ppm.

3.1.1 Setting up the experiment

e Temperature control and calibration. Temperature affects molecular motions and chemical
shits, it should be controlled carefully to obtain reproducible spectra and to analyze them
quantitatively. The sample temperature is controlled by a flow of pre-heated/cooled air or
nitrogen gas. The exact temperature inside the sample is not so easy to measure. Usually,
spectra of compounds with known temperature dependence of chemical shifts are recorded
(e.g. methanol). The temperature is obtained by comparing a difference of two well defined

95
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chemical shifts (of methyl and hydroxyl protons in the case of methanol) with its values reported
for various temperatures. Purity of the standard samples is a critical issue.

Field-frequency lock. The external magnetic field should be stationary. It is achieved by a
feedback system known as field-frequency lock. A deuterated compound (usually heavy water
or other deuterated solvent) is added to the sample and the deuterium frequency is measured
continually and kept constant by adjusting electric current in an auxiliary electromagnet. The
lock parameters for the particular deuterium compound used are selected and the deuterium
spectrometer is switched on before the measurement.

Shimming. The external magnetic field should be also homogeneous. The inhomogeneities
caused e.g. by the presence of the sample are compensated by adjusting electric current in a
set of correction coils called shims. This is usually at least partially automated.

Tuning. Each radio-frequency circuit in the probe consists of a receiver coil and two adjustable
capacitors. The capacitors should be adjusted for each sample. The tuning capacitor of the
capacitance Ct and the coil of the inductance L make an LC circuit, acting as a resonator.
Adjusting the value of C't defines the resonant frequency, which should be equal to the pre-
cession frequency of the measured nucleus wy. If we neglect the second capacitor, the resonant
frequency is w = 1/4/LCt. The second, matching capacitor of the capacitance Cy; is used to
adjust the impedance of the resonator. The radio waves do not travel from the transmitter
to the coil through air but through co-axial cables. In order to have minimum of the wave
reflected back to the transmitter, the impedance of the resonator (defined Section should
match the input impedance Z,.

In order to tune the circuit, Ct and Cy must be adjusted simultaneously to get (i) Z. = Zi,
and (il) w = wp.

Calibration of pulse duration. The magnitude of By cannot be set directly. Therefore, the
duration of irradiation rotating M by 360 ° at the given strength of radio waves is searched for
empirically. This duration is equal to 27 /w; and can be used to calculate wy or |By| = w1 /7.
As !éﬂ is proportional to the square root of power P, durations of pulses of radio waves of
other strengths need not be calibrated, but can be recalculated, as described in Section |3.6.2}

3.1.2 Quadrature detection

Precession of the magnetization vector in the sample induces a signal oscillating with the same
frequency (Larmor frequency wy) in the coil of the NMR probe. The signal generated in the coil and
amplified in the preamplifier is split into two channels. The signal in each channel is mixed with
a reference wave supplied by the radio-frequency synthesizer. The reference waves have the same
frequency wer in both channels, but their phases are shifted by 90°. It is convenient to treat the
signals in the individual channels as a real and imaginary component of a single complex number,
denoted y(t) in this text. If we ignore relaxation, the complex signal can be described as

y(t) = Acos(Qt) +iAsin(Qt) = Ae'¥. (3.1)
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Mathematical description of the quadrature detection is presented in Section [3.6.3]

3.1.3 Analog-digital conversion

The output of the quadrature receiver is converted to a digital form. Therefore, the information
obtained from an NMR experiment is a set of complex numbers describing the signal intensities at
the time points ¢ € {0, At,2A¢,--- , (N — 1)At}.

3.1.4 Signal averaging and signal-to-noise ratio

The NMR signal induced by precession of the magnetization vector is very weak, comparable to the
noise, generated mostly by random motions of electrons in the receiver coil. Therefore, the NMR
experiments are usually repeating several times, adding the signal together. If the experiment is
repeated in the same manner N-times, the evolution of the magnetization vector is identical in all
repetitions (magnetization is evolving coherently), and the sum of the signals from the individual
measurements, called transients, is simply Ny(t). However, the absolute size of the signal is not
important, what really matters is the signal-to-noise ratio. Therefore, it is also important how noise
accumulates when adding signals of separate measurements. The analysis presented in Section [3.6.4]
shows that the signal-to-noise ratio is proportional to the square root of the number of summed
transients.

3.2 Fourier transformation

The effect of electrons (chemical shift) makes NMR signal much more interesting but also much
more complicated. Oscillation of the voltage induced in the receiver coil is not described by a cosine
function, but represents a superposition (sum) of several cosine curves (phase-shifted and dumped).
It is practically impossible to get the frequencies of the individual cosine functions just by looking at
the recorded interferograms. Fortunately, the signal acquired as a function of time can be converted
into a frequency dependence using a straightforward mathematical procedure, known as Fourier
transformation.

It might be useful to present the basic idea of the Fourier transformation in a pictorial form before
we describe details of Fourier transformation by mathematical equations. The oscillating red dots
in Figure represent an NMR signal defined by one frequency v. Let us assume that the signal
oscillates as a cosine function but we do not know the frequency. We generate a testing set of cosine
functions of different known frequencies f; (blue curves in Figure and we multiply each blue
testing function by the red signal. The resulting product is plotted as magenta dots in Figure 3.1}
Then we sum the values of the magenta points for each testing frequency getting one number (the
sum) for each blue function. Finally, we plot these numbers (the sums) as the function of the testing
frequency. How does the plot looks like? If the testing frequency differs from v, the magenta dots
oscillate around zero and their sum is close to zero (slightly positive or negative, depending on
how many points were summed). But if we are lucky and the testing frequency matches v (fs in
Figure , the result is always positive (we always multiply two positive numbers or two negative
numbers). The sum is then also positive, the larger the more points are summed. Therefore, the sum
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Figure 3.1: The basic idea of Fourier transformation.

for the matching frequency is much higher than the other sums, making a positive peak in the final
green plot (the dependence on f;). The final plot represents a frequency spectrum and the position of
the peak immediately identifies the value of the unknown frequency. If the NMR signal is composed
of two frequencies, the red dots oscillate in a wild interference patterns, not allowing to get the
frequency simply by measuring the period of the oscillation. However, the individual components (if
they are sufficiently different) just make several peaks in the final green plot and their frequencies
can be easily obtained by reading the positions of the peaks.

Let us now try to describe the Fourier transformation in a bit more mathematical manner (a
more detailed discussion is presented in Section . For a continuous signal y(t) recorded using
quadrature detection, i.e., stored as complex numbers, it is convenient to apply continuous complex
Fourier transformation, defined as

Y(w) = / y(t)e “idt. (3.2)

Although the actual NMR signal is not recorded and processed in a continuous manner, the ide-
alized continuous Fourier transformation helps to understand the fundamental relation between the
shapes of FID and frequency spectra and reveals important features of signal processing. Therefore,
we discuss the continuous Fourier transformation before we proceed to the discrete analysis.

An 7ideal signal” (see Figure has the form y(t) = 0 for t < 0 and y(t) = Ae F2tel® for ¢ > 0,
where A can be a complex number (complex amplitude), including the real amplitude |A| and the
initial phase ¢q:



3.2. FOURIER TRANSFORMATION

Signal in channel 1: ®{y(¢)}

R{Y (w)}

2R,

1/Rs

Figure 3.2: Ideal signal detected with a quadrature detection (top) and its Fourier transform (bottom).

Signal in channel 2: {y(¢)}

S{Y (w)}

29
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A= |Ale'. (3.3)
As derived in Section [3.6.6]

Fourier transform of the "ideal” signal is

Y(w) = /—Rgt it —iwt 1t = 2 . p
(w) /AC ee Wi AR%—I—(Q—W)2+1AR§+(Q—M)2 (3.4)

If g9 = 0, the blue term, known as the absorption line is a real function (R{Y (w)}) having a shape
of the Lorentz curve (see Figure . The shape of the absorption line is givenﬂ by the relaxation
rate Ry:

e Peak height o< 1/Ry (Y = Yiax at w = Q = Vi = Y(Q) = A/Ry)
e Linewidth at the half-height = 2Ry (Y = Yiax/2 at Q@ —w = £R»)

The red term, the dispersion line, is purely imaginary (3{Y (w)}) if ¢o = 0. Such shape is less
convenient in real spectra containing several lines because the broad wings of the dispersion line
distort the shape of the neighbouring lines (see Figure .

Figure documents that Fourier transformation allows us to immediately determine several
Larmor frequencies in spectra even if the signal in the time domain (FID) is very difficult to interpret,
and that the real (absorption) part of the complex spectrum is much better for such purpose.

The discussed transformation of a continuous signal is extremely useful for understanding the
relation between evolution of the magnetization vector and shape of the peaks observed in the
frequency spectra. But in reality, the signal is finite (fmax < 00) and discrete (At > 0):

o tc {O7At>2Ata T 7(N_ 1)At} y(t) € {yan17y27" : 7yN—1}
® wE {0,AW,2AM," ’ 7(N - 1)AW} Y(t> S {%7}/’17}/27 T 7YN71}

The seemingly marginal difference between ideal and real (finite and discrete) signal has several
practical consequences, discussed below.

Figures[3.4 and [3.5| document the advantage of recording the signal with the quadrature detection,
as a complex number. If we take only the signal from the first channel, oscillating as the cosine
function if ¢ = 0, and stored as the real part if the quadrature detection is used (Figure , and
perform the Fourier transformation, we get a spectrum with two peaks with the frequency offsets
Q and —2. Such a spectrum does not tell us if the actual Larmor frequecy is wy = wyaqio — §2 or
Wo = Wradio + 2. If we use the signal from the second channel only, oscillating as the sine function
if ¢ = 0 (Figure [3.5), a spectrum with two peaks is obtained again, the only difference is that the
peaks have opposite phase (i.e., their phases differ by 180°). But if we combine both signals, the
false peaks at —() disappear because they have opposite signs and cancel each other in the sum of
the spectra.

'In practice, it is also affected by inhomogeneities of the static magnetic field, increasing the apparent value of Rs.
This effect is known as inhomogeneous broadening.
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Figure 3.3: Signal (top) and frequency spectrum (bottom) with three Larmor frequencies.
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Signal in channel 1: ®{y(¢)}

R{Y (w)}

Signal in channel 2: {y(¢)}

Figure 3.4: A signal detected in the first ("real”) channel (top) and its Fourier transform (bottom).
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Signal in channel 1: ®{y(¢)}

R{Y (w)}

Figure 3.5: A signal detected in the second (”imaginary”) channel (top) and its Fourier transform (bottom).
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3.2.1 Properties of continuous Fourier transformation

The continuous Fourier transformation has several important properties:

Parseval’s theorem [ |y(t)|*dt = f Y (w)]?dw

—0o0
A conservation law, documents that the signal energy (information content) is preserved by
the Fourier transformation.

Linearity jfo (y(t) + 2z(t))e “dt = Y (w) + Z(w)

[e.9]
It documents that a sum of periodic functions (difficult to be distinguished in the time domain)
can be converted to a sum of resonance peaks (easily distinguishable in the frequency domain
if the resonance frequencies differ).

Convolution [ (y(t) - z(t))e “idt = f Y(w)Z(w — w')dw’

It provides mathematical description of apodization (Section [3.5)

Time shift [ y(t —to)e ' dt = Y (w)e 'l

It shows that time delays result in frequency-dependent phase shifts in the frequency domain
(Section

Frequency modulation [ y(t)e*'e™™!dt = Y (w — wp)

—00
It shows that the apparent frequencies can be shifted after acquisition.

Causality [ y(t)e ™'dt = [y(t)e “idt
0

o0
It says that no signal is present before the radio-wave pulse (this is why we can start integration
at t =0ort = —o0, y(t) =0 for ¢t < 0). This provides an extra piece of information allowing
us to reconstruct the imaginary part of the signal from the real one and vice versa (Figure

and Section |3.6.7)).

3.2.2 Consequence of finite signal acquisition

In reality, the acquisition of signal stops at a finite time ¢,,.x:

tmax

Y ARty — 417 o™ Hetmax () tmax
— Bi—I2 t — . .
) / © Ro—i(0 —w) (3.5)

0

It has some undesirable consequences:
Leakage: Part of the signal is lost, peak height Y (Q) < A/R,.



R{Y (w)}

|

[ R{Y (w)}e“ dw

o
—00

1
27

"

Signal in channel 1: ®{y(¢)}

3.2. FOURIER TRANSFORMATION 65

|

)
)
[ R{Y (w)}e“ dw
)
D
D
)

—00

(

C
<
<

<>

<

1
27

"

)

Signal in channel 2: ${y(t)}
D
)

Figure 3.6: Causality of NMR signal. If we take a frequency spectrum, discard its imaginary part (the first row), and
perform the inverse Fourier transformation, we do not get the original signal (starting at ¢ = 0), but a set of symmetric
(real part) and antisymmetric (imaginary part) functions predicting non-zero signal before ¢ = 0 (the second row).
However, we can apply our knowledge that no signal was present before ¢t = 0 and multiply the left half of the predicted
signal by zero. This recovers the actual signal (the third row). Fourier transformation of this signal provides both real
and inmaginary parts of the spectrum, as shown in Figure [3.2
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Signal in channel 1: ®{y(¢)}
Signal in channel 2: S{y(¢)}

t t
— —
= AT
= 0 5
Q
w w

Figure 3.7: Effect of finite acqusition in the limit Ry — 0.

Truncation artifacts: For Ry — 0,

tIIlaX
: 1 — el(-w)tmax sin(Q — w)t 1 —cos(2—w)t
Y = ((Q-w))t 34 — — max : max
(w) /Ae dt =A TCo—y A a +iA4 a0

(3.6)

If the acquisition is stopped before the signal relaxes completely, artifacts (baseline oscillation)
appear. In the limit of no relaxation, the real part of the Fourier-transformed signal does not have a
pure absorption shape (Lorentz curve), but has a shape of the sin(£ — w)tmax/ (2 — wW)tmax function
(sinc function).

3.2.3 Discrete Fourier transformation

In reality, the acquired signal is finite (t.x < 00) and discrete (At > 0):

o tc {O,At,ZAt, T 7(N - 1)At} y(t) S {y07y17y27' t 7yN71}
e we {0,Aw,2Aw, -, (N — 1)Aw} Y(t) e {Yo,Y1,Yo, -, Yn_1}
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or, expressing w as 27 f (in Hertz)
o fe{0,Af2Af,--- (N—=1Af} Y(t)e{Yo,V1,Ys, -+, Yn_1}

As shown in Section |3.6.8, the values of At, Af and N are not independent in the discrete Fourier
transformation, but they are restricted by the relation

AfAt =1/N. (3.7)
The consequences of the requirement AfAt = 1/N are:
e spectral width NAf = 1/At, it is defined by the choice of the time increment
e digital resolution Af = 1/NAt, it is defined by the choice of the maximum acquisition time

Possible definitions of the discrete Fourier transform with a correct normalization (so that A fAt =
1/N) are

N-1 1 M-l
27 s 127 kj
V= g ®H = 5D Vil RE (33)
or
1 N-1 1 N-1
}/k _ y.eii%kj Y = —F— Ykel%k‘y (39)

3.2.4 Consequence of discrete signal acquisition

As derived in Section [3.6.9] the discrete ”ideal” NMR signal
y] — AefRQjAteiQﬂ'VjAt (310)
has a Fourier transform

1 — o—ReNAtgim(N—2k)

N-1
Yi= Y AcTReibtei2minto =ik Ay — AN (3.11)
j=0

1+ (1 — RyAt)e 27n

Since the signal is discrete, the spectral width is limited: At > 0 = NAf = 1/At < oo. The
consequences of the discrete sampling are:

Aliasing: If we add a value of NAf to the frequency which was originally in the middle of the
frequency spectrum (3NAf = %At), ie. add N to k = N/2 in Eq. , the last exponent in the
sum in Eq. changes from imj to i37j, i.e. by one period (27), and the transformed signal (the
spectrum) does not change. In general, a peak of the real frequency v + NAf (outside the spectral
width) appears at the apparent frequency v in the spectrum (Nyquist theorem: frequencies v and
v+ 1/At cannot be distinguished).

Offset: Peak height of the continuous Fourier transform Y (f) = A/ R, and offset of the continuous
Fourier transform Y (+o00) = 0. Peak height of the discrete Fourier transform.
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1 — e*RzNAt
Ry At

for NAt — oo, but offset of the discrete Fourier transform

Yy = AAt — A/Ry (3.12)

1 — e*RgNAteiNﬂ'

Yo = AAt ST — %AAt = %ygAt (3.13)

for NAt — oo and At — 0. The offset of discrete Fourier transform is non-zero, equal to half of
the intensity of the signal at the first time point y(0) if the signal was acquired sufficiently long to
relax completely (NAt > 1/R5).

Loss of causality: The algorithm of the discrete Fourier transform assumes that the signal is
periodic. This contradicts the causality theorem: a periodic function cannot be equal to zero for
t < 0 and different from zero ¢ > 0. The causality must be introduced in a sort of artificial manner.
After recording N time points, another N zeros should be added to the Signalﬂ (see Section .

3.3 Phase correction

So-far, we ignored the effect of the initial phase ¢y and analyzed Fourier transforms of NMR signals
consisting of a collection of (damped) cosine functions, with zero initial phase. In reality, the signal
has a non-zero phase, difficult to predict

y(t) = AeFateltHto) — | gl Rateii+to)+do, (3.14)

The phase has a dramatic impact on the result of the Fourier transformation. Real and imaginary
parts are mixtures of absorption and dispersion functions. If we plot the real part as a spectrum, it
looks really ugly for a non-zero phase.

For a single frequency, the phase correction is possible (multiplication by the function e~ (Qto+do)
where ¢y and ¢ are found empirically):

|A|e—R2teiQ(t+to)+¢oe—(iQt0+¢0) _ |A|e—R2teiQt. (3‘15)

In practice, phase corrections are applied also to signal with more frequencies — multiplication by
a function e Yo +1%) where 1 and ¥, are zero-order and first-order phase corrections, respectively
(we try to find ¥y and ¥, giving the best-looking spectra). Note that phase correction is always
necessary, but only approximative corrections are possible for a signal with multiple frequencies!

3.4 Zero filling

Routinely, a sequence of Ny zeros is appended to the recorded signal, mimicking data obtained at
time points NAt to (N + Ny — 1)At:

2In practice, the zeros are added after the last point of the measured signal, not before the first one, as one may
expect based on the fact that signal should be equal to zero for ¢ < 0.
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Signal in channel 1: ®{y(¢)}
Signal in channel 2: S{y(¢)}

L 4
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3l eeeeececese® ®e¢ 21000000 ®
~~ f ~~
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91292—271'/At
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Figure 3.8: Aliasing. If the signal is acquired in discrete time intervals (dots in the top plots), the signals with fre-
quencies different by an integer multiple of 27 /At, shown by solid (€2;) and dotted (€2) lines, cannot be distinguished.
Both signals give a peak with the same frequency in the spectrum. This frequency is equal to Q; and to Qo — 27 /At,
where 27 /At is the width of the spectrum.
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Signal in channel 1: ®{y(¢)}
Signal in channel 2: S{y(¢)}

~
3
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~J =

R{Y (w) }

W W

Figure 3.9: A signal with the initial phase of 60 ° (top) provides distorted spectra (bottom), unless a phase correction
is applied.
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0, At,2At, --- , (N —1)At

Yo, Y1, Y2, -, YN-1
i
0, AL, 2At, - (N — DAL, NAL (N + DAL -, (N + Ny — 1AL
(3.16)
Yo, Y1, Y2, -, YN-1, 07 07 IR 0

This may look like a completely artificial procedure, but there are several practical reasons to do
it.

1. The very fast computational algorithm of calculating Fourier transform, known as Cooley—
Tukey FFT, requires the number of time points to be an integer power of 2. If the number of
collected time points N is not a power of 2, Ny zeros are added to the data prior to Fourier
transformation so that N + Nz is an integer power of 2.

2. In order to obtain a spectrum with the full content of information by discrete Fourier trans-
formation, the collected data must be extended by a factor of 2 by zero-filling. As discussed
in Section [3.2.4] this operation reintroduces causality and the full information content of N
experimental complex points (i.e., N points of the real part and N points of the imaginary
part, together 2N bits of information) is encoded in the spectrum (i.e., in the real part of the
Fourier transform, which now consists of 2NV frequency points because we artificially increased

the maximum time from N — 1 to 2N — 1 and therefore narrowed the frequency sampling step
Af from 1/NAt to 1/2NAt).

3. The digital resolution Av, given by 1/(NAt), can be improved (narrowed) to 1/((N+Nz)At) by
zero-filling. In this manner, the visual appearance of spectra can be improved by interpolation
between data points. Note, however, that adding more than N zeros does not improve the
informational content of the spectrum. Although the digital resolution is improved, the real
resolution is the same, zero-filling does not help to resolve frequencies that differ less than

1/(NA?)!

3.5 Apodization

The NMR signal is very often multiplied by a so-called window function prior to Fourier transfor-
mationﬂ This process is known as apodization. The goal is to

1. improve resolution. As the resolution is given by 1/(/NAt), resolution is improved if the signal
is multiplied by a window function that amplifies the late data points.

2. improve sensitivity. Due to the relaxation, signal of data acquired at later time points is lower,
but the noise is the same. Therefore, the late time points decrease the signal-to-noise ratio.
The sensitivity can be improved by discarding or attenuating the late time points.

3The mathematical expression describing the Fourier-transformed product of two functions, signal and window in
our case, is given by the convolution theorem, presented in Section
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3. suppress truncation artifacts. We have seen that oscillations of the baseline appear if the data
acquisition stops before the signal relaxes to zero (i.e., to the noise level). The desired effect of
relaxation can be mimicked by a window function that smoothly converges to zero at NAt.

Obviously, the three listed goals are in conflict, and only a compromise can been reached. There
is no "best apodization”. The choice of the optimal window function depends on the actual needs.

The simplest window function is a rectangle: multiplying the signal by a rectangular function
equal to 1 for jJAt < mAt and to 0 for jAt > mAt represents discarding data recorded for times
longer than mAt. It is a very useful way of improving signal-to-noise ratio if the signal relaxed before
mAt. Otherwise, it produces severe truncation artifacts.

The highest signal-to-noise ratio is provided by a matched filter window function. The matched
filter has the shape of the envelope of the signal. The matched filter for our ideal signal is e~ f274¢,
The price paid for the signal-to-noise improvement is a lower resolution: Multiplying e~ 72tel?A! by
e 2! obviously doubles the linewidth, given by the decay rate, which is now 2R,. The best balance
between resolution and truncation artifacts for an allowed extra line broadening A is obtained with
the Dolph—Chebyshev window, defined in Section [3.6.10|, which is, however, not used in practice due
to its very complex form. Instead, sine-bell windows sin” (% J+ (b) are used routinely, usually
with the phase ¢ = /2 (i.e., cosine function) and with the power p =1 or p = 2.

HOMEWORK

Derive equations describing continuous and discrete Fourier transformation of an ideal NMR signal
(Sections and [3.6.9, respectively), and check that you understand the consequences of using

discrete Fourier transformation Section [3.2.4]



3.6. DERIVATIONS 73

3.6 DERIVATIONS

3.6.1 Resonator impedance

The impedance of the coil circuit is given by

1 1
Zo = =

1 1 .
Zu T Zotzi+R  WOm+

1
+iwl + R

iwCr

3.6.2 Power and attenuation

Power is measured in the units of Watt, but the relative power is usually expressed on a logarithmic scale in decibells (dB). One Bell
represents a ten-fold attenuation of power

P
logq FZ = attenuation/B. (3.17)
1
Consequently,
Py .
10logqq = attenuation/dB (3.18)
1
and
P} B3 B
20log;, % = 20log, Bl _ 10log; B2 _ attenuation/dB. (3.19)
2
Py |B1l? |B1ly

3.6.3 Quadrature detection and complex signal

Let us assume that the signal oscillates as a cosine function cos(wot) and that the reference wave in the first channel is a cosine wave
cos(wrert) and that the reference wave in the second channel is a sine wave — sin(wyert). Mathematically, the quadrature detection can be
described as

1 1
cos(wot) — { %cos(wot) — 3 cos(wot) cos(wreft)

. 3.20
5 cos(wot) — f% cos(wot) sin(wyeft) ( )

Basic trigonometric identities show that the result of mixing in the first channel is a sum of a high-frequency cosine wave cos((wo+wref)t)
and a low-frequency cosine wave cos((wg — wyef)t), while the result of mixing in the second channel is a difference of the corresponding sine
waves:

1 1 1
5 cos(wot) cos(wyeft) = 1 cos((wo + wref)t) + 1 cos((wo — wref)t), (3.21)
1 . 1 . 1 .
-3 cos(wot) sin(wyeft) = v sin((wo + wref)t) + 1 sin((wo — wret)t). (3.22)

The high-frequency waves are filtered out by a low-pass filter, resulting in signals oscillating with a low frequency wg — wyer. If
Wref = —Wradio, then wg — wyer = 2. The procedure, similar to the demodulation in an ordinary radio receiver, thus produces audio signals
in both channels

L cos(wot) = L cos(wot) cos(wrert) — + cos(t)
cos(wot) = { %cos(wot) — —% cos(wot) sin(wyeft) — %sin(ﬂt) (3.23)

3.6.4 Noise accumulation

Here we analyze accumulation of the noise in repeated signal acquisition. The related physics is discussed later in Section The
noise n(t) is random and so its averagd®| (n(t)) = 0. The size of the noise is typically defined by the root-mean-square /{n(t)2). Sum of
the noise from N independent experiments is

4To avoid writing the integrals defining averaging, we indicate the time average by the angled brackets.



74

\/<(n1(t)+n2(t)+~~~+nN(t))2>. (3.24)

Because the random motions of electrons in the individual experiments are not correlated (are independent), all terms like (2n1 (t)n2(t))
are equal to zero. Therefore, calculation of the square in Eq. @ simplifies to

¢<muw+ﬂma>+~-+nNu»2>:\Anmw2w+@mav>+~~+«nNuﬂy (3:25)

We can also assume that the root-mean-square is the same in all experiments, and write it as 1/(n(¢)?). The sum of the noise can be

then calculated as
VN ((n(®)2) = VN[ (n(t)?). (3.26)

Ny(®) VN (3.27)

VNV )

We can now calculate the signal-to-noise ratio as

3.6.5 Mathematical description of Fourier transformation

We start with a special case of a signal which can be described by a sum of cosine functions with frequencies that are integer multiples
of some small frequency increment Aw. All such cosine functions must have the same value at time ¢ and ¢ + 27/Aw: the whole signal is
periodic with the period 27/Aw. If we record such a signal using quadrature detection, we obtain

y(t) _ Z Akeiwkt — Z AkeikAWt. (328)

k=—o0 k=—o0

The mentioned periodicity allows us to determine Ay, by calculating the integrals

b - by )
/y(t)e—wﬂdt: ST A /ei<k—f>Awtdt:AiAk (3.29)
0 j=—o0 0 v

(All integrated functions are periodic and their integrals are therefore equal to zero with the exception of the case when k = j, which
is a constant function).
The same result is obtained for any integration limits which differ by 27/Aw, e.g.

+as T2

) > . ) 27

—iw; k—j)A
/ y(t)e witdt = ;j Aj / el(k=7) “’tdt:A—wAk (3.30)
- S

We can now continue in two different directions. We can describe the signal as it is actually measured, not as a continuous function of
time, but as a discrete series of points sampled in time increments At. Then, the integral in Eq. is replaced by summation of a finite
number of measured signal points:

N-1
Vi = yje RAWIAIAL, (3.31)
3=0

where Yy, = z—’;Ak. As the time and frequency are treated in the same manner, we can also define the inverse operation
N-1

y; = Z Y, el FAWIAt A (3.32)
k=0
This way of the signal analysis, discussed in more details in Section [3.2.3] handles the signal as it is measured in reality. It is also

instructive to follow the other direction and to increase the period 27/Aw by decreasing Aw. The series of wy becomes a continuous
variable w and 7/Aw — oo if Aw — 0. The sum in Eq. is replaced by the integral

y(t) =

L7
/ Y (w)el“tdw (3.33)
27
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and the integral in Eq. @ becomes

Y(w) = y(t)ewtde. (3.34)

If we apply Eq. to a function y(t) and Eq. to the obtained result, we should get back the function y(¢). Such a double

transformation can be written as

LT L %0 % LT
y(t) = o / Y (w)e'“dw = o / e“dw / y(t')efi“t/dt’ = / y(t')dt'g / (=t gy, (3.35)
oo — oo —oo —o0 —o0

This requires the second integral to be equal to 27 for ¢ =t and to zero for ¢/ # t. Therefore, the integral can be used to define the
delta function

o0
1 . /
St —t)=— [ “t=t)qu. (3.36)
21
—o0
An alternative definition
1 T —iwt
Y(w)=— y(t)e dt, (3.37)
21
()= — 70 Y (w)etd (3.38)
= — w)e w. .
v V2T

is equally acceptable.

3.6.6 Fourier transformation of an ideal NMR signal

Y(w) = / y(t)e “idt = /Ae(““—w)—R?)tdt = —A =A ! Botil-w) _ 4 Ro4i(Q - )
%) 0

i(Q —w) — Re Ry —i(Q — w) Ra +i(Q — w) R2+(Q—w)? (3.39)

3.6.7 Causality and reconstruction of imaginary signal

The mentioned consequence of causality is rather subtle. As mentioned above, the NMR signal is recorded in two channels, as a real and
imaginary part of a complex number. It is because Fourier transformation of a cosine (or sine) function gives a symmetric (or antisymmetric)
spectrum with two frequency peaks and thus does not allow us to distinguish frequencies higher than the carrier frequency from those
lower than the carrier frequency. Once we have the transformed complex signal in the frequency domain, we can ask whether we need both
its parts (real and imaginary). It looks like we do because the inverse Fourier transformation of just the real (imaginary) part produces a
symmetric (antisymmetric) picture in the time domain (the second row in Figure . But the causality tells us that this is not a problem
because we know that there is no signal left from the zero time — the symmetry does not bother us because we know that we can reconstruct
the time signal simply by discarding the left half of the inverse Fourier image (the third row in FigureA The time signal reconstructed
from the real part of the frequency spectrum only, can be then Fourier transformed to provide the missing imaginary part of the frequency
spectrum.

3.6.8 Spectral width, resolution, and sampling

We may try to define the discrete Fourier transform as

N—-1 N-1
Yk: — Z yjefikijAtAt — Z yjefiQTrAfAtijt’ (340)
j=0 j=0
N—-1 ) ) N-1 ) ) ]
v = Z YkelkAu]AtAt _ Z YkeﬁﬂAjAtk]Af. (341)

k=0 k=0
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However, there is a catch here. It turns out that At and Af are not independent, but closely related. The transformation can be

written in a matrix form as

Yo Fo,o Fo,1 Fo,2 . Fon-1 Yo
Y Fi Fi1 Fi 2 PNt Y1
Yo Fy o Fyy Fs o o Fo N1 Y2 At, (3.42)
Yn-— Fn_10 FN-11 FN-12 .. FN-1,N-1 YN-1
F
where the elements of the matrix F are Fjp, = e i2nAfALE,
Let us now try to transform Y} back to the time domain:
_ 1 1 -1
Yo Foo  Fon Foz Fo.nv-1 Yo
Y1 Fio F111 F1,21 F1,11v 1 Yi
Y2 = Foo  Fon Fop Fy No1 Y2 Af, (3.43)
_ e 1 Yiv_
YN-1 FnZio0Fnoin FnCie - FyZin—a N-L
F-1
where the elements of the matrix £'~1 are Fﬁcl = eTi2TAfALEJ  Substituting from Eq.
—1 —1 —1 —1
Yo FO,O1 Fo,11 F0,21 "FO,JlV—l Foo  Fon Fo 2 . Fon—1 Yo
Y1 Fry Fry Fry e Fr N o Fy o PN Y1
Y2 _ FQfol F2_11 F2_21 ...F;j_l Fyo Frq Fy oy N Y2 AfAL. (3.44)
_ -1 -1 -1 = Fno10 Fxo11 Fx19 - Fn_1n_ .
YN-1 Pyl o Fyliy Fylis o FRlin N-1,0 FN-11 FN-1,2 N—1,N—1 YN-1

In order to get the original signal, the product of the transformation matrices,l%’lﬁ’ multiplied by AfAt, must be a unit matrix:

—1 -1 —1 —1
F()f,(i Fv()f,l1 FO;21 o F()ill\ffl FO’O FO,l FO’Q . -FO,Nfl 100...0
Fl’(i F1,11 F1,21 '~~F1,11v—1 Fio Fi Fy 2 PN 010...0
Fog  Foi1  Fag S FyNC Foo  Fan Fop o N AfAL = 001...0 (3.45)
o = Fx—1.0 Fx—1.1 Fx—1.2 ... FN—1.x— 000...1
FN—l,o FN—1,1 FN—1,2 "'FN—l,N—l N—-1,0 'N—-1,1 'N—-1,2 N—1,N—1
According to the matrix multiplication rule, the jl-element of the product F-1Fis given by
(3.46)

N-1
Z o 12TASAL(jh—kL) Ay
k=0

Clearly, the exponential terms in the sums representing the diagonal elements (j = [) are equal to e 2TASALGE—kD AL = €0 = 1.
Therefore, the diagonal elements (sums of N terms e = 1) are equal to N. Obviously, we need to set NAfAt = 1 to get the elements of

the product F-1p equal to one.
What about the off-diagonal elements? For NAfAt = 1, the elements of F'~1F are equal to

N-1
S iRk
k=0

(3.47)

The complex numbers in the sum can be visualized as points in the Gauss plane (plane of complex numbers) with the phase of

2wk(l — 7)/N. Let us assume that N is an integer power of two (N = 2", a typical choice in discrete Fourier transform). Then all numbers
in the series are symmetrically distributed in the Gauss plane. As a consequence, their sum is equal to zero (they cancel each other). We

can therefore conclude that setting NA fAt = 1 ensures that the product £'~1F is a unit matrix.
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3.6.9 Discrete ideal signal

The ideal NMR signal converted to the digital form has a Fourier transform

N—-1

Y= 3 Ae Reidtei2mviAte—ifEki Ay, (3.48)
j=0
The summation formulﬁ
N-1 N
1=
=2 (3.49)
jr 11—z

helps us to evaluate the sum. For the sake of simplicity, let us assume that the carrier frequency is chosen so that the peak is in the
middle of the spectrum

1 1
= -NAf=—. 3.50
V=N =N (8:50)
Then, z and 2V in the summation formula are
5 — e—ReAt i2n(§—£) _ —RoAt jir —i2nf _ —(1- R2At)e—i27r%’ (3.51)
——
1-RaAt —1
ZN _ e—RQNAteiﬂ'(N—Qk). (3‘52)
Therefore,
1 — e~ R2aNAtgim(N—2k)
Vi, = AAL—° SR (3.53)
14+ (1 — ReAt)e 27N
3.6.10 Dolph—Chebyshev window
The Dolph—Chebyshev window function is defined as
N—1 _ cos(mk/N)
1 Z cos (Q(N 1) arccos 7cos(7r)\At/2)) RETY (3.5
VN

L—o cosh (2(N — l)arccoshm)

5The summation formula can be derived easily. Write the sum

N-1
Dt N =N
3=0
and multiply it by (1 — z):
N-1 ]
A=2)( 42t + 224 42V =20 2 gt — 22422 VL N N 2V = (11— ) 2.
j=0

Divide the last equation on the previous line by (1 — z) to obtain the summation formula.
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Lecture 4
Review of quantum mechanics

Literature: This chapter starts with a brief review of quantum mechanics. Textbooks covering
this topic represent the best source of information. Brown presents in B9 a useful review of classical
mechanics, usually missing in the quantum mechanics textbooks (assuming that students learnt the
classical mechanics earlier, which is true in the case of students of physics, but not so often in the case
of chemistry or biology students), and reviews quantum mechanics in B13, B15, and B16. B1-B5
provides overview of the relevant mathematical tools. NMR books also provide some introduction.
Keeler reviews quantum mechanics in very understandable fashion, using the concept of spin from
the very beginning (K3.2 and K6). Levitt proceeds more like us (L6-7). A condensed summary is
presented in C2.1 (short, rigorous, but not a good start for a novice).

4.1 Wave function and state of the system

Here we briefly review basics of quantum mechanics. Quantum mechanics was introduced because
Newton mechanics did not described experiments correctly. Quantum mechanics is postulated, not
derived. It can be only tested experimentally. The basic differences between Newton and quantum
mechanics are listed below.

e Newton mechanics: coordinates x,y, z and moments p of all particles describe all properties of
the current state and all future states

e Quantum mechanics: wave function ¥ describes all properties of the current state and all future
states

’ We postulate that the state of the system is completely described by a wave function. ‘

The two-slit (Young) experiment may serve as an example of motivation to use quantum me-
chanics to describe experimental results. The experiment (presumably known to the reader) asks the
question whether the studied microscopic objects (e.g. electrons) are particles or waves. The answer
is 7 Particles, but with probabilities combined like waves” E] The wave function used to describe the
studied object can be interpreted as a (complex) probability amplitude ¥ = Ce'®. The (real) proba-
bility density is then p = U*W¥ = |¥|> = |C|? and the probability of finding single particle in volume

'Quantum field theory provides more elegant description of fundamental ”particles” than presented in this text.
However, the relations presented in this text can be recovered from the quantum field approach.
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LLL
L*is [ [ [ ¥*Wdzdydz. We see that calculating a probability includes a calculation of square of the

000
complex probability amplitude. Definitions of square values of different mathematical objects and

the notation used in quantum mechanics are listed in Section [4.9.1
Wave function of a free particle moving in direction = (coordinate frame can be always chosen so
that x is the direction of motion of a free particle) can be written as

W = 0?1 = Celere) (4.1)

where h = 2wh is the Planck’s constant, p = muv is momentum (along z), and & is (kinetic)
energy. Note that W corresponds to a monochromatic wave with period equal to h/E, wavelength
equal to h/p, and a complex amplitude C (it may contain a phase factor e'¢).

4.2 Superposition and localization in space

Note that a monochromatic wave function describes exactly what is p of the particle (Figure ,B),
but does not say anything about position of the particle because p = U*W = |C| is the same for any
z (distribution of probability is constant from x = —oo to = oo, (Figure [.1|C). Wave function
describing a particle (more) localized in space can be obtained by superposition of monochromatic

waves (Figure [4.2)).

U(x,t) = ¢ Aer o810 o) Aen(pee—8at) 4. (4.2)
1 P2

We postulate that if possible states of our system are described by wave functions ¢, s, ...,
their linear combination also describes a possible state of the system.

Note that monochromatic waves are orthogonal and can be normalized (Section [4.9.2)).

4.3 Operators and possible results of measurement

We postulated that the wave function contains a complete information about the system, but how
can we extract this information from the wave function?
We postulate that any measurable property is represented by an operator (acting on the wave
function) and that result of a measurement must be one of eigenvalues of the operator.

The term eigenvalue and a related term eigenfunction are explained and an example is given is
Section [£.9.3

In this text, we usually write operators with "hats”, like A. Writing AU means ”take function ¥
and modify it as described by A”. Tt is not a multiplication: AW £ A, A is not a number but an
instruction what to do with W!

A recipe to calculate possible results of a measurement is:

~

1. Identify the operator representing what you measure (A)
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A h/p
——
=
——
=
B h/p
——
=
——
&

Uy

Figure 4.1: Free particle described by a monochromatic wave function W. The real and imaginary parts of the wave
function are plotted in Panels A and B, respectively, the probability density p = U*V is plotted in Panel C. Note
that the wavelength and consequently the value of the momentum p is sharply defined (A,B), but the position of the
particle is completely undefined (C).
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2. Find all eigenfunctions [¢1), [t02), ... of the operator and use them as an orthonormal basis|
for U: W = ¢q|1h1) + calih), . ..

3. Calculate individual eigenvalues A; as

(Wil Aj) = (Wil A; - ) = A; (Wil1) = A;. (4.3)
=1
The first equation in follows from the definition of eigenfunctions, then A; is just a (real)
number and can be factored out of the brackets (representing integration or summation) as described
by the second equation, and the last equation in reflects orthonormality of [¢;).

4.4 Expected result of measurement

Eq. tells us what are the possible results of a measurement, but it does not say which value is
actually measured. We can only calculate probabilities of getting individual eigenvalues and predict
the expected result of the measurement.

We postulate that the expected result of measuring a quantity A represented by an operator A
in a state of the system described by a wave function W is

(4) = (TIA|D). (4.4)

There are three ways how to do the calculation described by Eq. .4}

1. Express ¥, calculate its complex conjugate U* = (|, calculate AU = |A\P>, and in the manner

of Eq. .43
(A) = (U]A|D) = (T|(AD)) = / U (x,.. VAW(z,.. )dx. ... (4.5)

Three dots in Eq. tell us that for anything else that a single free particle (with zero spin)
we integrate over all degrees of freedom, not just over x.

2. Find eigenfunctions ¥y, s, ... of A and write ¥ as their linear combination ¥ = 1 +Cotho+- - -
(use the eigenfunctions as an orthonormal basis for ¥). Due to the orthonormality of the basis
functions, the result of Eq. is (A) = cfe1A1+c5eaAa+- -+ where Ay, Ay, ... are eigenvalues
of A. We see that (A) is a weighted average of eigenvalues A; with the weights equal to the
squares of the coefficients (cfc; = |¢;]?). The same result is obtained if we calculate

A10 1
<A>:(c’{c§--~) 0 Ay--- co | (4.6)

2The term ”orthonormal basis” is described in Section m
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We see that we can replace (i) operators by two-dimensional diagonal matrices, with eigenvalues
forming the diagonal, and (ii) wave functions by one-dimensional matrices (known as state
vectors) composed of the coefficients ¢;. Eq. shows calculation of the expected results of
the measurement of A using matriz representation of operators and wave functions. Matrix
representation is a big simplification because it allows us to calculate (A) without knowing how
the operator A and its eigenfunctions look like! We just need the eigenvalues and coefficients
c¢;. This simplification is possible because the right coefficients are defined by the right choice
of the basis.

3. Write WU as a linear combination of basis functions ¢, 5, ... (not necessarily eigenfunctions of

~

A)

U=yt (4.7)

Build a two-dimensional matrix P’ from the products of coefficients ey

! Ik ] Ik
1€y C1Cy -

APNL N SN L

P =|aaae |, (4.8)

Multiply the matrix P’ by a matri A’ representing the operator A in the basis 91,97, ...
The sum of the diagonal elements (called trace) of the resulting matrix P'A’ is equal to the
expected value (A)

(A) = Te{P'A"}. (4.9)

Why should we use such a bizarre way of calculating the expected value of A when it can be
calculated easily from Eq. The answer is that Eq. is more general. We can use the
same basis for operators with different sets of eigenfunctions.

4.5 Operators of position and momentum, commutators

We need to find operators in order to describe measurable quantities. Let us start with the most
fundamental quantities, position of a particle x and momentum p = muv. Their operators are defined
in terms of a general relation of two operator. If we apply two operators subsequently to the same
wave function, order of the operators sometimes does not matter

3How can we get a matrix representation of an operator with eigenfunctions different from the basis? The complete
set of N functions defines an abstract N-dimensional space (N = oo for free particles!). The wave function ¥ is
represented by a vector in this space built from coefficients ¢}, c, ..., as described by Eq. and a change of the
basis is described as a rotation in this space. The same rotation describes how the matrix representing the operator

A changes upon changing the basis. Note that the matrix is not diagonal if the basis functions are not eigenfunctions
of A.
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ABf =BAf = ABf— BAf=0. (4.10)

However, sometimes the order of operators makes a difference
ABf + BAf = ABf— BAf #0. (4.11)

The difference is known as the commutator and is written as
ABf — BAf = [A, Bf. (4.12)

A non-zero commutator tells us that the quantities represented by A and B are not independent
and cannot be measured exactly at the same time.

We postulate that operators of position and momentum obey the relations

Note that we only postulate relations between operators. Various choices of expressing the op-
erators are possible and correct as long as Eq. holds. A frequently used choice is described
below.

The wave function W(z,t) defined by Eq. is a function of the position of the particle, not of
the momentum (it is a sum of contributions of all possible momenta). If we define basis as a set
of functions 1; = W¥(z,,t) for all possible positions z;, operator of position is simply multiplication
by the value of the coordinate describing the given position (see Section . Operators of the
positions in the y and z directions are defined in the same manner.

T=ux- g=y- Z=z- (4.14)

In Section [4.9.3] an operator of momentum of a particle moving in the = direction is obtained by
calculating 0V /0x (Eq. 4.51)). If a particle moves in a general direction, operators of components of
the momentum tensor are derived in the same manner.

P = —iha%, (4.15)
by = —iha%, (4.16)
b= —iha%. (4.17)

It is shown in Section that such a choice is compatible with the postulate described by
Eq.[4.13] Note that the commutator relations described in Section follow from the way how we
defined ¥ in Eq. 4.2l However, we can also use Eq. as the fundamental definition and Eq.
as its consequence. This is how we postulate the definition of the position and momentum operators
here.
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4.6 Operator of energy and equation of motion

The arguments presented in Sectionshow that the eigenvalues of the total (kinetic and potential)
energy of a free particle can be obtained by calculating OW /0t. If the particles experience forces that
depend only on the coordinates (and can be calculated as gradients of the potential energy), the sum
of kinetic and potential energy is equal to the Hamiltonian H in the classical mechanics (Section .
The same term is used for the corresponding quantum mechanical operator, labeled H.

The association of Hamiltonian (energy operator) with the time derivative makes it essential for
analysis of dynamics of systems in quantum mechanics:

We postulate that evolution of a system in time is given by the Hamiltonian:

ov A
ih— = HW. 4.18
1h BN ( )

Note that our first postulate (the wave function completely describes the system, including its
future) requires that the wave equation contains only the first time derivative (not e.g. the second
time derivative). The explanation is provided in Section [£.9.7

Eq can be also written for matrix representation of ¥ and H. If eigenfunctions of H are used
as a basis (¥ = ¢;(¢)y1 + co(t)2 + - - - ), the time-independent eigenfunctions 1; can be factored out
from OV /0t (left-hand side) and ¥ (right-hand side), and canceled, giving

0 -
q 1 1 G

ihe | e | = 0&:-- e |, (4.19)

which is simply a set of independent differential equations

de.
ﬁ = — Cj = cj = ajeflf , (420)

dt h
where the (possibly complex) integration constant a; is given by the value of ¢; at ¢ = 0.
Note that the coefficients ¢; evolve, but the products cjc; = la;|? do not change in time. Each
product cjc; describes the probability that the system is in the state with the energy equal to the
eigenvalue &;, described by an eigenfunction ;.

e States corresponding to the eigenfunctions of the Hamiltonian are stationary (do not vary in
time).

e Only stationary states can be described by the energy level diagram.

Since our goal is quantum description of NMR, it is useful to see how is the evolution of a wave
function influenced by the magnetic fields. Therefore, we list the equations of motions for wave
functions describing a free particle, a particle in an electric field, and a particle in an electric and
magnetic field. All three variants are known as the Schrodinger equation.

e Free particle. As shown in Section 4.9.6 a wave function describing a free particle evolves as
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L OV h? [ 02 0? 0?

N J/
-

q

e Charged particle in an electric field. Electric forces depend only on the position of the charge
in the electrical field. Therefore, the electric potential energy can be described as QV (z, vy, z),
where @ is the electric charge and V(x,y, ) is an electrostatic potential. As follows from the
classical mechanics (Section [0.2)), and is also shown in Section [4.9.6] the effect of en electric
field is accounted for simply by adding the electric potential energy Eyot(x,y, 2) = QV(x,y, 2)
to the Hamiltonian

ov n: [ o2 0? 0?
ih—=-—=— 4+ — 4+ — v, 4.22
in ot ( 2m (8.7:2 * Oy? * 822) +RVITy, Z)) (422)

N J/

Vv
H

e Charged particle in an electromagnetic field. The real challenge is to describe the effect of
the magnetic field on the evolution in time. The problem is that the magnetic force does not
depend solely on the position in the field, but also on the velocity of the charge (Eq. . This
case is analyzed in detail in Section [0.2.2] showing that the effect of the magnetic field can be
described by the wvector potential, a vector quantity that can be used to define the magnetic

induction B = V x A = (ﬁ _ 94y 04, 04, 94y %). As shown in Section [0.2.2] the

oy 0z 7 Oz Oz 7 Oz dy

vector potential modifies the momentum p'— p'— Q%T and the resulting wave equation is

Ow w2 (/0 210 20 ’
i = (—% <<% +QAx> + (a_y +QAy> + (& + QAZ) > + QV(WJ;Z)) v, (4.23)

S/

4.7 Operator of angular momentum

In order to understand NMR experiments, we also need to describe rotation in space. The fundamen-
tal quantity related to the rotation is the angular momentum. In a search for its operator, we start
from what we know, position and momentum operators. We use classical physics and just replace
the values of coordinates and momentum components by their operators.

(Classical definition of the vector of angular momentum Lis

=

L=7Fxp (4.24)

The vector product represents the following set of equations:
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Ly =r1yp. — 1.y, (4.25)
Ly =r.py — 1ap-, (4.26)
L. =rypy —1yPs- (4.27)
Going to the operators
Ly = fyp, — 7upy = —ihy% + ihza%, (4.28)
Ly = PPy — Fus = —ihz(% + ihx%, (4.29)
L. = PPy — Fybe = —mxa% + ihya%, (4.30)
LP=L02+ L)+ L2 (4.31)
As shown in Section [4.9.9]
(L, L] = ihL., (4.32)
Ly, L.] = ihL,, (4.33)
(L., L,] = ihL,, (4.34)
but
(L% L,) =[L* L, = [L* L.] = 0. (4.35)
Note that

e Two components of angular momentum cannot be measured exactly at the same time

e Egs. can be used as a definition of angular momentum operators if the position and
momentum operators are not available ]

Relation between the angular momentum and rotation is discussed in Section |4.9.8|

4Egs. are sometimes written in a condensed form as [f,j, ﬁk] = ihejklﬁl and [ﬁz, I:ﬂ =0, where j,k,l €
{z,y, 2} and €ji; = 1 for jkl = zyz or any even permutation of z,y, z in €;,. (even number of exchanges of subscripts
Z,Y, 2 I €gy2, €.8. €., is obtained by two exchanges: first <+ y and subsequently = + z), € = —1 for any even
permutation of x,y, z in €4y, €5 = 0 for two or three identical subscripts (e.g. €zyy)-
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4.8 Operator of orbital magnetic moment

Knowing the operator of the angular momentum, we can easily define the operators of the orbital
magnetic moment.

A moving charged particle can be viewed as an electric current. Classical definition of the magnetic
moment of a charged particle travelling in a circular path (orbit) is (Section [0.1.7)

=2t = L (rxp) =

where () is the charge of the particle, m is the mass of the particle, ¥ is the velocity of the particle,
and v is known as the magnetogyric ratio ( constant).ﬂ
Therefore, we can write the operators

L=~L, (4.36)

flo = YLy ﬂy = 7£y fir = 7£z /12 = 72L2- (4'37)
Finally, we can define the operator of energy (Hamiltonian) of a magnetic moment in a magnetic
field. Classically, the energy of a magnetic moment /i in a magnetic field of induction B is £ = —ji- B.

Accordingly, the Hamiltonian of the interactions of an orbital magnetic moment with a magnetic field
is

H = —Byji, — Byfiy — Bofi. = —7 (Bxﬁz + B,L, + Bzf,z> - —% (Bxﬁx + B,L, + Bzﬁz) . (4.38)

In contrast to the operators of orbital angular momentum and magnetic moment, derivation of
intrinsic angular momentum, known as the spin, and of the associated magnetic moment, requires
a more fundamental (and much more demanding) approach. We discuss such approach in the next
Lecture.

HOMEWORK

As a preparation for the next lecture, derive the Dirac equation (Section [5.7.1]), and check if you
understand why the 4 matrices in Dirac equation (Eq. [5.2)) can have the required properties, whereas
numbers cannot (Section [5.7.2)).

5The term gyromagnetic ratio is also used.
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4.9 DERIVATIONS

4.9.1 Calculating square

Recall how ”square” is calculated for various mathematical objects: for a real number ¢ = ce, for a complex number |c|2 = cc*, for vector

¥ composed of N real numbers v1,va, ..., which can be written in a matrix form as a row or column of the numbers vy, va,...,
v1
2 _ o = v
v :v-v:v1v1+v2v2+.-.:§ vjvj:(vlvg ) 2, (4.39)
— .

for a vector ¥ composed of N complex numbers ¢; = aj + ib1,c2 = a2 + ibo, ...

N N c1 a1 + iby
lv|? =t Ech01+c§cz+-~~:Zc§c]-:Z(aj—ibj)(aj—l—ibj):(c’l‘ ey o) 2 = (a1 —iby ap—iby  ---) az +ibz ,
j j=1 . :
(4.40)
for a (continuous and possibly complex) function
oo
| r@s@as (4.41)
—o0

(function can be viewed as a vector of infinite number of infinitely ”dense” elements, summation is therefore replaced by integration).
Paul Dirac introduced the following notation: |v), |f) is a vector v or function f, respectively, and

(o) =3 . 7= Zv vy, (4.42)

(f1f) = / (@) f (@)da. (4.43)

4.9.2 Orthogonality and normalization of monochromatic waves

Note that monochromatic waves are orthogonal, i.e., a scalar product of two waves differing in p is equal to zero:

o0 oo
(1 |pa) = / Yipodr = / A*e— t(P1E—E1t) gof (P20—Et) g, |.A|2 (E1—E2)t / er(P1—P2)z g, —
— 00
(o @) o0
2ok (E1—€a)t / cos%dz iAok (E1-€2)t / sin @dm —0 (4.44)
oo —oo

unless p1 = p2 (positive and negative parts of sine and cosine functions cancel each other during integration, with the exception of
cos0=1).

Values of A can be also normalized to give the result of Eq. equal to 1 if p1 = p2 and & = &2. The requirement (11 |12) = 0 for
p1 # p2,E1 # E2 and (YP1]p2) =1 for p1 = pa, 1 = E2 can be written using the delta function (see Section [3.6.5)):

[e'e]

|AI2 / ef(P1=P2)T gy — 5(p1 — p2), (4.45)

— 00
taken into account the fact that e% (¥17€2)t — 1 for &1 = &2. Repeating the analysis presented in Section (replacing w by p/h,
and ¢ by z) shows that

T i 1 T i T i
|A|? / eﬁ(pl_m)mdx:ﬁ / eh(P1—P2)Tqy — 3 /eg(pl—pg)mdx:(g(pl_pQ) (4.46)
7'r

— 00 — 00 — 00
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(cf. Egs. and [3.37). The procedure can be extended to the three-dimensional case, where all three coordinates of the momentum
vectors p1 and p2 must be equal to get non-zero (¢1|12). This can be written as

oo (e o) o0 oo o0 o0
(P1]ha) = h*% / / / e%(al —P2) T4 = h*% / e%(?l,z*m,z)mdm / e%(m,y*m,z)ydy / e%(m,z*m,z)zdz
—00 —00 — 0O — 00 — 00 — 00
=30(p1 —P2) = 0(P1,2 —P2,2) - 6(P1,0 — P2,2) - O (P10 — P2,2)- (4.47)

In the language of algebra, the complete set of normalized monochromatic waves constitutes an orthonormal basis for wave functions,
in a similar way as unit vectors 7, 7, k are the orthonormal basis for all vectors in the Cartesian coordinate system z,y, z.
Also, ¥ (linear combination of 11,12, ...) can be normalized based on the condition

oo
/ T*Wde =P =1 (4.48)
— 00

(if a particle exists, it must be somewhere). It requires

o0
/ (cier +c5ea + -+ )dx = 1. (4.49)

—o0

4.9.3 Eigenfunctions and eigenvalues, operator of momentum

In order to understand what quantum mechanics says about measurable properties of the studied system, let us ask a question: How can
we get the value of a momentum of a free particle described by Eq. What operation should be applied to ¥(z) (a function of z) in
order to get the value of the momentum? Calculation of 0¥ /9z gives us a clue:

oy - Clge%(ml‘*glt) + CQEQ%(PZI*&@ 4= iplcle%(mrfglt) + ip202e%(1721*52f) 4. (4.50)
ox oxr ox h h
It implies that
50 ipia—e1t) Lpre—£1t) 0 i(poa—est) i (paaz—£Eat)
71h£eh = pieh s —1h%eh = paeh e (451)

We see that

1. Calculation of the partial derivative of any monochromatic wave and multiplying the result by —ih gives us the same wave just
multiplied by a constant. The instruction to calculate the partial derivative and multiply the result by —ih is an example of an
operator. If application of the operator to a function gives the same function, only multiplied by a constant, the function is called
etgenfunction of the operator and the constant is called eigenvalue of the operator.

2. The eigenvalues are well-defined, measurable physical quantities — possible values of the momentum along x.

3. The eigenvalues can be obtained by applying the operator to the eigenfunctions and multiplying the results by the complex
conjugates of the eigenfunctions, e.g.

i 0
— o~ (P12—E11) (,'ﬁ
p1 € 1 P

e%(mx—flt)) — e—%(plx—glt)ple%(mx—glt) =p e—ih(pw—glt)e%(mw—flt) . (4.52)
z

=1

4.9.4 Operator of position

The question we ask now is: What operation should I apply to ¥ (a function of z) in order to get the value of its coordinate? When
—ihd/0x is used as an operator of momentum (in the x direction), applied to ¥(z), multiplication by the coordinate z is an operator of
the position of the particle (in the x direction). To see how the operator acts, let us write ¥(x,t) as a series of the values ¥(x;,t) for all
possible positions xjﬁ Then, the product ¥ (z,t) can be written as

5We write the continuous function ¥ (z) as a vector formally containing distinct elements ¥(z1), ¥(z2),.... In a similar fashion, we
write x as a vector containing a series of all values of the coordinate x: x1,xz2,.....
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xlcleﬁ(mzl—flt) + xlmeﬁ(mzl—gzi) + xcheﬁ(Pszl—fzt) 4. z1 - U(z1)
zocieh (P1E2=E10) o 4o oon (P222—E2t) | o) copy (P3T2—E38) 4 . zo - U(z2)
€ - \Il(a:,t) = xgcle%(plzg—glt) + .1‘3626%(17223_820 + x303e%(p313—£3t) +..- = x3 - \I/(I‘,j) . (453)

If the position of the particle is e.g. 2,

0 0
Cle%(mzz*glt) + C2€%(P2$2*52t) + C3eig(P312*53t) 4. W(x2)
U(z2,t) = 0 0 (4.54)
and z - U(z,t) for z = z2 is
. L0 , 0
o (Cleﬁ(mﬂﬁz*n‘:lt) 4 cgen (P2r2—82t) | oo (P3w2—E3l) 4 ) x5 - U ()
xg - \I/(xg,t) = 0 = 0 . (4.55)

We see that multiplication of ¥(x2,t) by z2 results in oW (x2), i.e., ¥(z2) is an eigenfunction of the operator £ = z- and z2 is the
corresponding eigenvalue.

Note that multiplication by p; does not work in the same way! We could multiply ¥(xz2) by 2 because ¥(z2) does not depend on any
other value of the = coordinate. However, ¥(z2) depends on all possible values of p. On the other hand, the partial derivative 0¥ /0z in
Eq gave us each monochromatic wave multiplied by its value of p and ensured that the monochromatic waves acted as eigenfunctions.

4.9.5 Commutation relations of the position and momentum operators

It is easy to check that subsequently applied operators related to different coordinates commute. For example

YV = zy¥ = yz¥ = g3V, (4.56)
0% 0%
Ahqj__hQ — _p2 :AA‘Q’ 4.57
PPy 0xdy Oyox PyP= ( )
or
ov o(zx¥
2Py ¥ = —ihe — = —ih ( (@ )) = pyav. (4.58)
Oy Oy
However,
o
PPV = —ihs — (4.59)
ox
but
4 4
poa0 = —in 2@ _ _ipy 2. (4.60)
ox ox
‘We see that

e commutators of operators of a coordinate and the momentum component in the same direction are equal to ik (i.e., multiplication
of ¥ by the factor ih),

e all other position and coordinate operators commute,

in agreement with Eq. 13
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4.9.6 Schrodinger equation

We obtained the operator of momentum by calculating 0¥ /9dz. What happens if we calculate 0¥ /9t?

ov 0 16) i i i i
E _Claeh(z)lt E1t) +02aeﬁ(pzz Eat) o= 7%glcleﬁ(p1un7€1t) _ %gQCQeﬁ([)Q‘L*SQt) . (4.61)
and consequently
L0 i i(pra— 20 i(poa i (pom—
ih—eR (Prz—E&1t) _ gleh(mz &1t)  jh e (P2z—E2t) _ ngh(mw Eat) . (4.62)
ot ’ ot ’

1. First, we obtain the operator of energy from Eq. in analogy to Eq.

2. The second achievement is Eq. itself. Energy of free particles is just the kinetic energy (by definition, ”free” particles do not
experience any forces). Therefore, all energies £; in the right-hand side of Eq. can be written as

mv2. pZ
E=—L="2, 4.63
j 2 Zm (4.63)
resulting in
ov i [ p5 ( £t 2
7F _ _ 2 (2L 5 (P1e—E1t) i (paz—£&at) ) 4.64
ot h (2m01e + che + ( )

But an equation with the p]2. terms can be also obtained by calculating

1 9%v 1L 9av 1 (pt i P3
= - - 27 _ 5 (pr1z—E&1t) Lipoz—£st) ) . 4.65
2m Ox2 om 0z 0x K2 ( e + 2m e * ( )

Comparison of Egs. and gives us the equation of motion

NSCA N i (4.66)
h— = —— cee .
ot 2m Ox2

If we extend our analysis to particles experiencing a time-independent potential energy Epot(z,y, 2), the energy will be given by

p]

o + Epot (4.67)

& =

where p; is now the absolute value of a momentum vector 5 (we have to consider all three direction z,y, z because particles change
direction of motion in the presence of a potential). The time derivative of ¥ is now

v i [ p? (ir—ert) , P5 i
=z 7 (P17—E1t) & (Pai—E2t) _Z€ N} 4.68
ot h (chle + QmCQe + h por(7) ( )
and
2 P2 2 2 2 2

P1 (P17—E1t) L (Par—Eat) ) __rF v | o0 o070
——cjeh 2 = —+ = - 4.69
(2mcle + 2m02e + 0x2 + Ox? + Ox? (4.69)

Substituting Eq. into Eq. gives us the famous Schrédinger equation

8\1/ ( h2 (82 0? 52

el Evor(2,y,2) | . 4.70
har ax2+ax2+02)+pt(my )) (4.70)

H

In our case, the Hamiltonian is expressed in terms of the linear momentum p' = m4. This is sufficient to describe action of forces
that depend only on the position in space and can be therefore calculated as the gradients of the potential energy (e.g. electric forces).
However, using the linear momentum does not allow us to describe forces that depend on velocities of the particles (e.g., magnetic forces).
Therefore, the canonical (or generalized) momentum should be used in general. The canonical momentum is defined by the Lagrange
mechanics, reviewed in Section [0.2] We return to the description of a particle in a magnetic field in Section [5.7.5]
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4.9.7 Limitation of wave equation to first time derivative

Before saying what a wave equation must fulfill in order to describe evolution of a quantum state in time, let us review similar requirements
for the equation of motion in Newton mechanics. In the classical Newton mechanics, the state of the system is fully described by the
coordinates x,y, z and moments muv;, mvy, mv, of the particles. Therefore, the solution of the equation of motion must depend only on
the starting values of the coordinates and moments, not on any additional parameter. What does it say about the equation of motion
itself? It can contain only first and second derivatives in time. Why? Because:

e Solutions of equation containing only dz/dt require the knowledge of z(t = 0) = z(0).

For example, solution of

% ke =0 (4.71)

—kt

is = x(0)e™**, i.e., it depends only on z(0).

e Solutions of equation containing only dz/dt and 92z/9t? require the knowledge of z(0) and 9z/9t(t = 0) = vz (0).

For example, let us look at the wave equation
82
th +w?z=0. (4.72)

Note that this equation corresponds to the second Newton’s law, with —mw?z being the force (for the sake of simplicity assumed not
to change in time). The solution is well known, but we can derive it easily because we know how to play with operators:

2z o (8 9 aN? a . a .
¥+wx:a(ax)+wm: (a) +w w:(a+1w)(&71w)x:0. (4.73)

Obviously, there are two solutions of the equation

(2 - iw) =0 = ax;p=Cye® =Cy(cos(wt)+isin(wt)) (2 + iw) - =0 = z_=C_e W' =(C_(cos(wt)—isin(wt)),

ot ot
(4.74)
but the solution must be also any linear combination of z and x_ because 0 4+ 0 = 0:
r=Atzs +A_2_ = (A4Cr + A_C_)cos(wt) +1(A+Cy — A_C_)sin(wt) = Cq cos(wt) + Ca sin(wt). (4.75)
————r —
C1 Ca
Consequently, the velocity
0 0 t Osin(wt
Vg = 8;; =C coasiw ) + C2 Slgiw ) = —wC1 sin(wt) + wCs cos(wt). (4.76)
It is clear that the so-far unknown parameters C'1 and C2 can be obtained by calculating « and v, at t =0
cos(0) =1, sin(0)=0 = z(0)=C1 vz(0) =wC> (4.77)
and that the evolution of z and v; depends only on z(0) and v4(0), as required in Newton mechanics:
vz (0) . :
z(t) = x(0) cos(wt) + —— sin(wt) Vg (t) = v2(0) cos(wt) — w - (0) sin(wt). (4.78)
w

e Solutions of equations containing higher than second time derivative of = require knowledge of the initial values of higher than first
time derivatives of x.

For example, let us inspect

Fo | e (4.79)

Following the same strategy as in Eq.

83z b3} 92 9 o 02 ax 1 3 o 8 MN\? 3
— XM= (=N (== A+ X )= (=+2) (= —2=2+ =2 7/\2) = (7 ,\) (7 - 7) e
8t3+ v (8t+ )(8t ot + )x <8t+ )(m 8t2+4 +4 v 6t+ ot 2 +4 *
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(%+)\) (i;>2<i\é§)\>2 I:<%+)\) <§tl+21\/§)\> <§tl_21\/§,\>z:(], (4.80)

which has three solutions

14+ivBA
zo = Coe M, zy =Cre 2 ¢ z_ =C_ (4.81)
and any of their linear combinations is also a valid solution
14+iv3A 1—-iv3A
xz = Aogxzo + A+I+ +A_z_ = CleiAt + Che 2 t + Cse 2 t (4.82)

where C1 = AgCp,Co2 = A1 C,C3 = A_C_. In order to determine C1, C2, and C3, we need three initial conditions, not only x(0)
and v;(0), but also the initial acceleration a(0) = 82/8t2. However, the acceleration should not represent an additional degree of freedom.
In Newton mechanics, the acceleration should be completely defined by the initial coordinates and velocities, and by forces that are already
incorporated in the constants in the equation. Therefore, the equation containing the third time derivative is not a Newton’s equation of
motion.

After making sure that we understand the Newton mechanics, we can return to the quantum mechanics. We have postulated that the
wave function ¥ contains the complete information about the studied particle (or system in general). In contrast to the Newton mechanics,
we must require that the wave equation describing the evolution of the system must depend only on ¥ at ¢ = 0. Therefore, our wave
function must contain only first derivative in time. If it contained e.g. also 8?¥/9t?, the evolution in time would depend also on 0¥ /9t
at t = 0, which is against our first postulate.

Another problem of an equation containing second time derivative is related to our interpretation of the wave function. We interpret
U(z,y,2)*¥(x,y, 2) as a distribution of the probability that the particle’s coordinates are z,y, z. How is this related to the wave equation?
The Schrédinger’s equation Eq. @ and its complex conjugate are

*
ih— = HU i e (4.83)
ot ot

When we multiply the equations by ¥* and ¥, respectively, subtract them, and divide the result by ik, we obtain

A + ¥ l(xI:HxI/ — WH*T*)
ot ot ih
oY) _ ,i(\y*l?{\p — WA, (4.84)
ot ih

If we assume that a free particle does not move (has a zero momentum and therefore zero Hamiltonian), we find that

(VW)
= =0 (4.85)

The result is expected, if the particle does not move, p = U*W¥ does not change in time. But if we repeat the procedure with the
equations containing the second time derivative (i.e., when the operator 40/t is applied twice)

?v e
—2=— =HU —h? = H*0*, 4.86
"o ot2 (4.86)
we get
92w o2+ 1 . .
—UF 4T = —(V*HV — WH*T*
a2 TV o h2( )
W+ b 1 N .
92 (qza ) _9 (\1/6—) = —(U*HV — VH*T*)
ot ot ot ot h2
S} ov* ov 1 N .
— (v — U — ) = —(U*HV — WH*T). 4.87
ot ( ot ot ) h2( ) (4.87)

If we now assume that a free particle does not move (has a zero momentum and therefore zero Hamiltonian), the conserved quantity
is not ¥*W, but \P% — \Il*%—‘f, containing both ¥ and its time derivative. This contradicts our interpretation of the wave function as a
probability amplitude.
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4.9.8 Angular momentum and rotation

Let us first find eigenvalues L ; and eigenfunctions v; of L.. As described in B15.3 (and in textbooks discussing quantum mechanics), the
operator L, written in the spherical coordinates (r, 9, p) is L, = —ih% and we can assume that the part of its eigenfunctions dependent

on the coordinate ¢ (azimuth) can be separated: 1; = Q(r,¥)R;(p). Eigenvalues and eigenfunctions of L. are defined by

Loy = L oy, (4.88)

., 0(QRy)
—1th = L. ;(QR;), (4.89)

_dR;
ﬂhQ—de = L;;QRj, (4.90)
L (4.91)

dy
ALz,z'

R; =& Th ¥, (4.92)

Note that 1;(¢) and 1, (¢ + 27k) are equal for any integer k:

L, Lo L
ol ;,J (p+2m) _ el ;’] © '912‘” hJ (493)
=1

if LZT'J is integer
Therefore,
e value of the z-component of the angular momentum must be an integer multiple of .

There is a close relation between the angular momentum operators and description of rotation in quantum mechanics. Rotation of a
point defined by the position vector 7 about an axis given by the angular frequency vector & can be described as

dar =d X7, (4.94)
dt
or more explicitly
dry
Tz _ —wary, 4.95
” WyTz — Wy ( )
dry
Ty _ - , 4.96
p WaTy — Wzl (4.96)
dr
dtz = WzTy — WyTz. (4.97)
If a coordinate frame is chosen so that & = (0,0, w)
dr
d: = TWry, (4.98)
dry
kA 4.99
at " (4.99)
d
A (4.100)
dt

We already know (see Section [1.5.5)) that such a set of equation can be solved easily: multiply the second equation by i and add it to
the first equation or subtract it from the first equation.

d(rg +iry)
dt N

d(re —iry)
dt

w(—ry +irg) = +iw(re +iry), (4.101)

= w(—ry —irg) = —iw(re —iry), (4.102)
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ry +iry = Cyetivt, (4.103)
Py —iry = C_e ¢, (4.104)

where the integration constants Cy = r5(0) + iry (0) = rel?0 and C_ = r4(0) — iry (0) = re~1%0 are given by the initial phase ¢q of 7
in the coordinate system:

e +iry = reTHOHH®0) — 1 (cos(wt + ¢o) + i(sin(wt + ¢o)), (4.105)
e — iry = re {(“PH20) = p(cos(wt + ¢o) — i(sin(wt + ¢o)). (4.106)

The angle of rotation ¢ is obviously given by wt + ¢g.

Ty +iry = reT1? = r(cos(p) + i(sin(p)), (4.107)
Ty — iry = re 1% = r(cos(p) — i(sin(p)). (4.108)

Comparison with Eq. documents the relation between L. and rotation:

e Eigenfunction of EZ describes rotation about z.

4.9.9 Commutators of angular momentum operators

The operators of angular momentum components are

. 1o} 0
Ly = Pyps — Pupy = —ihy— + ihz—, (4.109)
0z oy
2 R A e
Ly = #.pg — PzPp. = —the— + iha—, (4.110)
ox 0z
2 L IR L, 0 .0
L, = 2Py — PyPa = —ihex — +ihy—, (4.111)
dy oz
L2 =L+ L]+ L2 (4.112)
Therefore,
(Lo, Ly] = (Pypz — F2by) (Pabo — Fabs) — (Papu — Pubs)(Pybz — F2dy)
= PyPafePa — PaDyPePs — PyPaPzPz + F2Pyfadz — PePalyDz + PoPaPyPz + T2Daf2Dy — FaDzP2Dy (4.113)

The commutation relations postulated in Eq. @ allow us to exchange some of the operators and write first the operators that
commute

[i’Iv iy] = 'Fyﬁzﬁzflz_fzflﬁfvpy - fl/ﬁlffzﬁz + f’zﬁyf'zﬁz - fyﬁ:c":zﬁz +f’:c'f,z/ﬁz]5z + 'szz]}:cﬁll - fzﬁyﬁz'f'z (4-114)
The red terms cancel each other and using Eq. m
[La, Ly) = (Fybe — Faiy) (== — Pzpz) = (~L2)(~ih) = ihL.. (4.115)

The other commutators can be derived in the same manner.
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Lecture 5
Spin

Literature: Introduction to the special theory of relativity can be found in B10, but relativistic
quantum mechanics is not discussed in the literature recommended for this course or in general
physical chemistry textbooks (despite the important role of spin in chemistry). Therefore, more
background information is presented here than in the other chapters. NMR can be correctly described
if the spin is introduced ad hoc. The purpose of Section [5.7.1] is to show how the spin emerges
naturally. Origin of nuclear magnetism is touched in L1.3 and L1.4. Quantum mechanics of spin
angular momentum is reviewed in K6, L7, and L10.

5.1 Dirac equation

The angular momentum discussed in Section is associated with the change of direction of a
moving particle. However, the theory discussed so-far does not explain the experimental observation
that even point-like particles moving along straight lines possess a well defined angular momentum,
so-called spin.

The origin of the spin is a consequence of the symmetry of Nature that is taken into account in
the theory of relativity. The Schrédinger equation is not relativistic and does not describe the spin
naturally. In this lecture, we describe spin using relativistic quantum mechanics, a theory which is
in agreement with two fundamental postulates of the special theory of relativity:

e The laws of physics are invariant (i.e. identical) in all inertial systems (non-accelerating frames
of reference).

e The speed of light in a vacuum is the same for all observers, regardless of the motion of the
light source.

The arguments presented in Sections [5.7.1] and [5.7.2| lead to the wave equation

(m%&‘) + icha%ﬂl + icha%f + ich%&?’ — moc2i) U =0, (5.1)

where 47 are the following 4 x 4 matrices

101
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10 0 O 0 001 000 —i 001 O
0o |01 0 O O 0 010 o 00i O 3 000-1
T = lo0o-1 0 7= 0-100 771 0i0 0 T =1 =100 0
00 0-1 -1 000 —i00 0O 010 O
(5.2)
The solution of Eq. is a wave function consisting of four components
U1
(e
U= . 5.3
s >3
(on

The explicit form of the solution for a free particle is presented in Section [5.7.3] Note that the
solution is written as a four-component vector, but the indices 1, 2, 3, 4 are not related to time and
space coordinate. Instead, they represent new degrees of freedom, distinguishing different spin states
and particles from antiparticles.

When postulated by Dirac, Eq. naturally explained the behavior of particles with spin number
1/2 and predicted existence of antiparticles, discovered a few years later. Relation of Eq. to the
non-relativistic Schrédinger equation is described in Section [5.7.4]

After describing the free particle, we should move to the description of particles interacting with
their surroundings, in particular with the electromagnetic fields. Strictly speaking, both spin-1/2
particles and the fields should be treated in the same manner, i.e., as quantum particles or, more
precisely, as states of various quantum fields. Such approach is reviewed in Engelke, Concepts Magn.
Reson. 36(A) (2010) 266-339, DOI 10.1002/cmr.a.20166. However, the energy of the electromagnetic
quanta (photons) used in NMR spectroscopy is low and their number is very high. As a consequence,
the quantum and classicall| description of the fields give almost identical results. As we try to keep
the theoretical description as simple as possible in this text, we follow with the classical description
of the electromagnetic field ]

5.2 Operator of the spin magnetic moment

The Dirac equation allows us to find the operator of the spin magnetic moment. We start by
deriving the Hamiltonian describing the energy of the spin magnetic moment in a magnetic field
(Section [5.7.5)). In a limit of energies much lower than the rest-mass energy mgc?, the Hamiltonian

1S

'Here, ”classical” means ”"non-quantum, but relativistic” because the Maxwell equations are consistent with the
special theory of relativity.

2A consequence of the classical treatment of the electromagnetic fields is that we derive a value of the magnetogyric
ratio slightly lower than observed and predicted by the fully quantum approach. This fact is mentioned in Section
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A 1L [( 0 20 2.0 ’ 10

—;go (Bx ((1)(1)) + B, (? 5) +B. ((1) _?)) (5.4)

The Hamiltonian contains a part (shown in green on the first line) which is identical with the non-
relativistic Hamiltonian in the Schrodinger equation describing a particle in an electromagnetic field
(Eq. [£.23)), but it also contains a new part (shown in red on the second line), which appears only in
the relativistic treatment (and survives the simplification to the low-energy limit. This "relativistic”
component closely resembles the Hamiltonian of the interaction of the orbital magnetic moment with
the magnetic field (Eq. and, as we discuss below, has all properties expected for the Hamiltonian
of the spin magnetic moment, despite the fact that we analyze a point-like particle which cannot
spin. Comparison of Egs. and helps us to identify the operator of the components of the
spin magnetic moment:

. hQ (01
#x—z—mo(lo), (5.5)
. hQ [0
Myzz—mo(i 0)7 (5.6)
. hQ (1 0
= g (01 ) 57)

5.3 Operators of spin angular momentum

Our final task is to find the operators of the components of the spin angular momentum, which also
gives us the value of the magnetogyric ratio. Eq. itself is not sufficient because it does not say
which constants belong to the spin angular momentum and which constitute the magnetogyric ratio.
We cannot use the classical definition either because our case does not have a classical counterpart.
But we can use

e the general relation between magnetic moment and angular momentum i = ny and

e the commutation relations Eqs. 4.35| which define operators of x,y, z components of any
angular momentum.

In order to distinguish it from the orbital angular momentum [_:, we label the spin angular
momentum I, whereas we use the symbol /i for the spin magnetic moment. The operators of fi, fty, jt.
are given by

~

/lx = ﬁ)/jxa He = 'Y[Ag,n ,aa: = ’)/]Az, (58)
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and the operators of I, I, I, must fulfill the same commutation relations as the operators of
L,, Ly, L,:
Li - D =il Dl LI, —ihh, LI — i — i, (5.9)
Comparison with Eqgs. [5.103H5.105] shows that the right choice of the spin operators is
. h/01 . R [0—i . h(1 0 L, 3R (10
[‘E2<10> [y2<10> 122<01> [4<01>'

Comparison of Eq. with Eq. 4.38| shows that the magnetogyric ratio differs by a factor of 2
from the value for orbital magnetic moment:

(5.10)

-2 < 5.11
V=25 (5.11)

For more details, see Section [5.7.6]

5.4 Eigenfunctions and eigenvalues of I,

The fact that I, is diagonal tells us that we have written the matrix representations of the operators
of the spin angular momentum in the basis formed by the eigenfunctions of I,. This basis is a
good choice if the matrix representing Hamiltonian is also diagonal in this basis and, therefore,
eigenfunctions of I, are the same as eigenfunctions of the Hamiltonian These eigenfunctions can

be
EG) VR

i.e., the two-component variants of the free-particle wave functions from Eq. in the low-energy
approximation (the explicit form of the four-component wave function and the normalization factor

h=3/2 are described in Section [5.7.3). The normalization coefficient A~/ and 1 can be canceled out
in the eigenvalue equations and the eigenfunctions can be replaced by the vectors

0O

corresponding to the first and second wave functions in Eq. [5.85]
The states represented by the eigenfunctions of I, (eigenstates) are traditionally called states o
and B and are further discussed in Section . The eigenfunctions of I, are usually labeled as |a)

or | 1) and |8) or | 1):

Hoy=+gl)  Ein=+30  5(o 0)(0)=*5(s).

3This is a good choice, because such eigenfunctions represent states that are stationary, as was shown in Section
an is further discussed in Section
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w=-z0 Ho=-39 5 ()=--30) (5.15)

Note that the vectors used to represent |o) and |3) in Egs. and are not the only choice.
Vectors in Egs. and have a phase set to zero (they are made of real numbers). Any other

phase ¢ would work as well, e.g.
1 el?
(1) (%) 510

The postulates of quantum mechanics, discussed in the preceding lecture, tell us that measurement
of spin angular momentum or spin magnetic moment of a single particle is limited by quantum
indeterminacy, described bellow and shown in Figure [5.1]

e If the particle is in state |a), the result of measuring I, is always +h/2. The expected value is
h ({1 0 1 h

(1) = taltdo = (10) 5 (5 1) (5) = +5 517

e If the particle is in state |3}, the result of measuring I, is always —h/2. The expected value is
hif1 0Y) /[0 h

1) =teis) = 01)5 (o) (1) =5 (5.18)

e Any state c,|a) + cg|B) is possible, but the result of a single measurement of I, is always +h/2
or —h/2. However, the expected value of I, is

(1) = taltl) = (s (o 9) (£0) = lal = a3 (5.9

Wave functions |a) and |3) are not eigenfunctions of I, or fy Eigenfunctions of I, and fy are
presented in Section

5.5 Evolution, eigenstates and energy levels

Knowledge of the Hamiltonian allows us to describe how the studied system evolves. We have learnt
in Section that states corresponding to eigenfuctions, i.e., the eigenstates, are stationary. This
is shown for the eigenfunctions of I, in Section and in Figure . If the system is in the
stationary state, its eigenvalue does not change in time. Therefore, a system in a state described by
an eigenfunction of the Hamiltonian can be associated with a certain eigenvalue of the Hamiltonian,
i.e., with a certain energy.

The states described by basis functions which are eigenfunctions of the Hamiltonian do not
evolve (are stationary). It makes sense to draw energy level diagram for such states, with
energy of each state given by the corresponding eigenvalue of the Hamiltonian. Energy of the
|a) state is —hwy/2 and energy of the |3) state is +hwy/2. The measurable quantity is the
energy difference hwy, corresponding to the angular frequency wy.
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Figure 5.1: Plot of hypothetical results of individual measurements of the z components of the magnetic moment of
a spin-1/2 particle in a vertical magnetic field By. Individual measured values (equal to one of eigenvalues of ji,) and
average measured values (equal to the expectation value (u.)) are shown as red circles and green arrows, respectively,
for a particle in the « eigenstate (A), in the § eigenstate (B) and in the superposition state described by %|a> + % 18)

().
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In general, the studied system can be present in a state that is not described by a single eigen-
function, but by a linear combination (superposition) of eigenfunctions. A shown in Section m
and in Figure such a superposition state evolves in time and cannot be associated with a single
energy.

The states described by basis functions different from eigenfunctions of the Hamiltonian are
not stationary but oscillate between |a) and |3) with the angular frequency wy, given by the
difference of the eigenvalues of the Hamiltonian (—hw;/2 and hw;/2).

It should be stressed that eigenstates of individual magnetic moments are not eigenstates of the
macroscopic ensembles of nuclear magnetic moments. FEigenstates of individual magnetic moments
do not determine the possible result of measurement of bulk magnetization. We present the correct
description of large ensembles in the next lecture.

5.6 Real particles

Eq.[5.4] used to derive the value of 7, describes interaction of a particle with an external electromag-
netic field. However, charged particles are themselves sources of electromagnetic fields. Therefore,
is not exactly twice @@/2m. In general, the value of ~ is

Q

T=95 (5.20)
where the constant g include corrections for interactions of the particle with its own field (and
other effects). For electron, the corrections are small and easy to calculate in the fully quantum
approach (quantum electrodynamics). The current theoretical prediction is g = 2.0023318361(10),
compared to a recent experimental measured value of g = 2.0023318416(13). On the other hand,
"corrections” for the constituents of atomic nuclei, quarks, are two orders of magnitude higher than
the basic value of 2! It is because quarks are not "naked” as electrons, they are confined in protons
and nucleons, "dressed” by interactions, not only electromagnetic, but mostly strong nuclear with
gluon. Therefore, the magnetogyric ratio of the proton is difficult to calculate and we rely on its
experimental value. Everything is even more complicated when we go to higher nuclei, consisting of
multiple protons and neutrons. In such cases, adding spin angular momenta represents another level
of complexity. Fortunately, all equations derived for the electron also apply to nuclei with the same
eigenvalues of spin magnetic moments (spin-1/2 nuclei), if the value of v is replaced by the correct
value for the given nucleusﬁ Magnetogyric ratios of the nuclei observed most frequently are listed in

Table B.1]

HOMEWORK

Check that you understand how commutators of the operator of the orbital angular momentum are
derived (Section [4.9.9)) and derive the Hamiltonian of the spin magnetic moment (Section [5.7.5]).

4ANMR in organic chemistry and biochemistry is usually limited to spin-1/2 nuclei because signal decays too fast if
the spin number is grater than 1/2.
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C  Wwe=0=la); H=-—Bl =wl,
1/&)1
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Figure 5.2: Evolution of the probability P, that a spin-1/2 particle is found in the « state: for a particle in a vertical
magnetic field éo and in the « eigenstate at t = 0 (A), for a particle in a vertical magnetic field Eo and in the
eigenstate at ¢ = 0 (B), and for a particle in a horizontal magnetic field B and in the « state at ¢ = 0 (C). The states
a and j are represented by eigenfunctions of I, (Panels A and B), but |a) is not an eigenfunction of 1.
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Table 5.1: Values of the magnetogyric ratios of selected nuclei
Nucleus magnetogyric ratio
H 267513 x 10°rad.s~ 1. T!
3¢ 67.262 x 10%rad.s~ 1. T!
PN —27.116 x 10°rad.s™+.T~!
BF  251.662 x 10°rad.s+.T!
?%P 108.291 x 10%rad.s~1. T-!

5.7 DERIVATIONS

5.7.1 Relativistic quantum mechanics

Imagine that we wish describe a particle moving at a speed v in two coordinate frames, one attached to us (let us call it ”our frame”) and
the other one attached to the particle (”particle’s frame”). According to the special theory of relativity, time is slower and mass (closely
related to the energy) is higher relative to a ”our” coordinate frame than relative to the ”particle’s frame”:

‘ 2
f=—_ 0 .m0 & =me? = 0 (5.21)

V1—v2/c? " V1—v2/c? V1=v2/c2’

where my is the rest mass, moc? is the rest energy, to is the proper time (i.e., mass, energy, and time in the coordinate frame moving
with the particle), and & is the total energy. The first equation can be used to express dt?
dt% mzc4dt8

2 _ _
d” = 1—v2/c2 " m2ct — m2c202’ (5-22)

where numerator and denominator were multiplied by £2 = m2c* in the second step. Egs. show that to/t = mo/m. Therefore

2.4 442
at? = #ﬂigcw, (5.23)
m2ct — (mevy)? — (mevy)? — (mewvy)? = méct, (5.24)
& = ?pi — Py — ¢*p2 = mict, (5.25)
0=—E2+c*p2 + chi + 2p? + m3ct. (5.26)

4

We see that the special theory of relativity requires that the quantity —SE + CQp?c + CQpZ + C2pg + m%c is equal to zero. Let us look

for an operator which represents the quantity 78? + c2p§ + czpi + cng + mgc4. ‘We know that for a monochromatic wave function
= eih(pacac+10yy-HDzz—fnt)7 (5.27)

partial derivatives of 1 serve as operators of energy and momentum:

., 0P oY oY oY
h—— = —pa h— = — h— = —p2 h— = Ewp. 5.28
i Pz i » Py i . DY i " ) ( )

Therefore, the operator of 75152 +c2p2 + chg +c2p? + mgc4 should have a form

0? 02 9?2 9?2

EQ@ — c%fﬁ - 02h2@ — c2h2a—y2 + (moc?)2. (5.29)
Eq. fulfills the requirements of the special theory of relativity, but it contains the second time derivative. As discussed in
Section [£.9.7] an attempt to use Eq.[5.29] to describe evolution of the quantum system in time is not consistent with our first postulate of
quantum mechanics and with our interpretation of ¥*W as the probability density. Therefore, we look for an operator that contains only
the first time derivative and allows us to formulate the equation(s) of motion that is in agreement with the special theory of relativity and
with the postulates of quantum mechanics. As this problem is not easy to solve, we will proceed step by step. Let us first assume that

particles do not move, i.e., p = 0. Then, Eq. simplifies to

— &2+ mict =0, (5.30)

which can be written as
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(=&t +moc?) (&t +moc?) =0, (5.31)
Using the operator of energy,
9%
ot?

if 1 is an eigenfunction of the energy operator. The operator of £2 — m%c4 (let us call it (32) can be obtained by a subsequent
application of operators Ot and O~ in the following equations of motion:

B2 ——= + (moc®)?y = (=€ + mic*) v =0 (5.32)

(ih% - moc2) =0Ty =0, (5.33)
_in 2 e =071 = (5.34)
a0 B - '
The operators O~ and O can be viewed as ”square roots” of 02
2
O = rQaa f + (moc?)2p = (ih% - m0c2) (—m% - moc2> »=0" (ow) 0. (5.35)

What are the eigenfuctions? One solution is the monochromatic wave described by Eq. (with pe = py = p- = 0). We can prove
it by checking that calculating the time derivatives give us the eigenvalues (see the green terms in the following equation):

3] . 1o} o i
(ihﬁ — m(]cz> (71}15 — moc ) eh< Et) — (iha — moc2) (—St — moCQ) e (—€tt)

= (=& —moc?) <ih% — mocz) e (=€) = (—E& —moc?) (& — moc?) e (—E&et) (mdc* — €7) en (=€) =g, (5.36)

But the complex conjugate of the monochromatic wave described by Eq. is another possible solution:
1o} . 7] i o i
L e 2 (—in2 ) er €0 — (82 o) (£, — moc?) e ED)
(110[ moc > ( iho —moc >e ih> —moc (& —moc?) e

= (St — moCQ) (ih% — moc2) e%wtt) = (St — moc2) (—St — moCQ) eh<gtt)* (1710(1 — Sf) (ﬁw‘t) =0. (5.37)

The second eigenfunction can be interpreted as a particle with a positive energy moving backwards in time, or as an antiparticle
moving forward in time.

Let us now turn our attention to particles that can move (p # 0). For the most interesting particles as electron or quarks, the operator
0?2 should have the form described by Eq.

Oy = h28— —c? h28—2 — 02h26—2 - — o + (moc®)? ) ¢ (5.38)
ot? 022 Ox2 Oy?
Let us try to find ”square roots” of the operator 02 for a particle with a momentum p. In Eq. 5.35) O and O~ were complex
conjugates. A similar choice for a particle with a momentum p), i,e.EI

Oty = (ih% + ich,a% + icha% + ich% - m002) WP (5.39)
O = (—ih% - icﬁa% - icha% - icﬁ% - moc2) b (5.40)

gives

_O+w — 021,[} — h28 P Je h2 9y 9P Fe h2 Y 9P Fe h2 oY 9P 717TL062T oY

ot? ()t oz ot Oy ot Oz
+ch? ?T; % +h? g;ﬁ +ch? ?T: ?TZ +ch? ?;: OLZ’ —img (;27 e
j;2 0% Oy j;2 0% Oy 20%% J20% oY 2 01 41
+ch 5y ot +ch Gy 0w +h oy? +ch oy 3. —imoc nae (5.41)
200 0% 22y 0% 200 0% | p20%% . 9 Q
+ch 5s +ch e +ch 5 By +h 922 imgc haz

b U oy 2500 2300 232
+imgc? EE +imgc? flm +imgc fl% +imoc? gy +(moc?)?1

5Tt make sense to look for an operator which depends on time and space coordinates in a similar manner because time and space play
similar roles in quantum mechanics. As the first time derivative is our requirement, the equation should contain also the first derivatives

9/0x,0/0y,d/0z.
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with the correct five square terms shown in blue, but also with additional twenty unwanted mixed terms shown in red.
As the second trial, let us try (naively) to get rid of the unwanted mixed terms by introducing coefficients v; that hopefully cancel
them:

- 7] 7] 7] 0]
Oty = (iha'yo + icha'ﬂ + icha—y’yg + ich&'yg — mocz) P

(5.42)
R 0 e} 0 o
O ¢ = | —ih—~ — ich—~y1 — ich—~2 — ich—3 — mgcQ)
(4 ( 2" el oy " 22" Y.
(5.43)
Then,
—Oty =02y = 72h? aaﬂ +'yo’ylc/f %) Y 4 voyach? %‘f Ow +v07y3ch? %;’ g‘zj fnnmoﬁh—
+y170ch? 92 S %;) +’Y%h2u Y1y2¢h? 3;/; g; +‘/1’73672 —iy1moc2h 2% 0
oY O oY oY 9? oY
+v270ch? 0;, 0{ +y271¢h? 0; {); +’y§h2— +v273chi? {Jy G2 —ivamoc 25 00 01, (5.44)
O O 91 O O O (9 O
+v3v0ch? (dlz ((;: +v3vy1ch? [df 'dw +7372ch? (dZ (C;j +v3h? 322 N —l”mmoﬁzh( 2
—‘—I’VOHLQIZhW +.1"/1HL0(,,2fl,m +1~/2mo(,2ﬁ(“ +i’\/3m0(,’2h% +(moc?)?p.

Obviously, the green terms with —ivy; moc2h cancel each other, which removes eight unwanted terms. Can we also remove the remaining
dozen of unwanted mixed derivative terms? In order to do it, we need the following conditions to be fulfilled:

%=1 (5.45)
M=-1 1H=-1 ~=-1 (5.46)

and
YjVk + vy =0 for § # k. (5.47)

These conditions are clearly in conflict. The first four condition require v; to be 1 or +i, but the last condition requires them to be
zero. There are no complex numbers that allow us to get the correct operator 02. However, there are mathematical objects, that can fulfil

the listed conditions simultaneously. Such objects are matrices.
Let us replace the coefficients v; in Egs. by matricesEl A7

A ) o d ) .
Otv = (iha’yo + ichafyl + icha—y‘yQ + ichafy?’ - moc21) T =0 (5.48)
A o ) ] ) .

O~V = <71h6t ichafyl - ich@&Q - ich$a3 - m0021> v =0. (5.49)

We need a set of four matrices 47 with the following properties:

40.450 =1, (5.50)
R 4%.42 =1 3.4 = -1 (5.51)

and
59 5% 44547 =0 for j # k. (5:52)

In addition, there is a physical restriction. We know that the operator of energy (Hamiltonian) is

- 1o}
H =ih— .
i En (5.53)

We can get the Dirac Hamiltonian by multiplying Eq. by 40 from left:

61n relativistic quantum mechanics, these matrices can be treated as four components of a four-vector. There are two types of
four-vectors (contravariant and covariant) which transform differently. There is a convention to distinguish these two types by writing
components of covariant vectors with lower indices and components of contravariant vectors with upper indices. To keep this convention,
we label the gamma matrices with upper indices, do not confuse them with power!
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0 - 0 0 1o}
ih—10 = ( —ich—A4" - 4' —ich—A4° - 4% —ich—4" - 4% + moc?4° ) ¥ = 0. 5.54
5 ( 5] Y g7 7 5.7 7 0c*d (5.54)
Operator of any measurable quantity must be Hermitian ((¢|Oz/1> = (Ot[4))) in order to give real values of the measured value. Since
the terms in the Hamiltonian are proportional to 4° or to 4° - 47, all these matrices must be Hermitian (the elements in the j-th row and
k-th column must be equal to the complex conjugates of the elements in the k-th row and j-th column for each j and k).

5.7.2 Finding the matrices

Our task is to find Hermitian matrices fulfilling the criteria imposed by Eqgs. We have a certain liberty in choosing the matrices.
A matrix equation is nothing else than a set of equations. One of the matrices can be always chosen to be diagonal. Let us assume that
40 is diagonalm How should the diagonal elements of 40 look like? In order to fulfill Eq. the elements must be +1 or —1.

Another requirement follows from a general property of matrix multiplication: Trace (sum of the diagonal elements) of the matrix
product A - B is the same as that of B - A. Let us assume that A = 47 and B= 49 .43, Then,

Tr{? 5% -4} =Ty 5750 (5.55)
But Eq. tells us that 4949 = —49 .49, Therefore, the left-hand side of Eq. can be written as Tr{47 - (—47) -4°}, resulting in
= Tefi? -5 4% = Ty 4740, (5.56)

and using Eq.
Tr{3"} = —Tr{3°}. (5.57)

It can be true only if the trace is equal to zero. Consequently, the diagonal of 4° must contain the same number of +1 and —1
elements. It also tells us that the dimension of the 47 matrices must be even. Can they be two-dimensional?

No, for the following reason. The four 47 matrices must be linearly independent, and it is impossible to find four linearly independent
2 x 2 matrices so that all fulfill Eq. [5.52°]

Is it possible to find four-dimensional 47 matrices? Yes. We start by choosing

10 0 0

o_lo01 0 0

T =1loo-1 o0 (5.58)
00 0-1

(the diagonal must contain two +1 elements and two —1 elements, their order is arbitrary, but predetermines forms of the other
matrices).
Being diagonal, 49 is of course Hermitian. The 4° - 47 products

Y B Y j j j j
10 0 0 M1 7,2 71,3 M4 M1 M2 M3 Ma
01 0 O 7%1'7%27%37%4 _ '7%1 '7%2 7%3 7%4
00—-1 0 T A F R S S & (5.59)
00 0-1 73,1 73,2 3,3 V3,4 Y31 T2 753 T34
- J J J J J J J J
Ya,1 Va2 V4,3 V4,4 ~Ya,1 Va2 V4,3 ~ V1,4

must be also Hermitian, i.e.,

"/{,1 7{,2 7{,3 '7{,4 (7{71)* (7%_71)* _(7;%,1)* _(74]1_,1)*
V1 Va2 Yoz Mo (712)* (13,2)" —(32)" —(712)" (5.60)
PV R R Y | - J \* J \* _(~d Y* _(~Ad V% . .
73,1 73,2 73,3 73,4 (11,3)" (72,3 (73,3)" —(72,3)
—Vi1 ~Vi2 ~Viz ~Via M) ()" (30" —(v10)"

"This is a good choice because it results in a diagonal matrix representing the Hamiltonian, which is convenient.

?If the 47 matrices are linearly independent, they can be used as a basis. If they constitute a basis, there must exist a linear combination
of 47 giving any 2 X 2 matrix, e.g., the unit matrix 1: 1 = cp5° 4+ 15" + c24% + c34°. Let us now multiply this equation by 49 from left
(and use Eq. [5.50)

0 =col + 15 - 4" + 24" - 47 + e39° - 4%,

then from right

30 =col + 19" 4% + e24” 40 + e3v? - 47,

and sum both equations. If the matrices fulfill Eq.[5.52] the result must be 23° = 2¢o1, but this cannot be true because we need 49 with
a zero trace and the trace of the unit matrix 1 is obviously not zero.
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At the same time, Eq. requires 49 - 47 = —47 . 40

A~ AJ J J J J J J P R J J
1 7,2 713 Ma T1,1 M2 11,3 V1,4 10 0 0 1,1 77,2 71,3 V1,4
J J J J VR Y | J J g AT
Y21 Y22 Y23 V24 | _ | V2,1 V22 72,3 V2.4 01 0 O _ | =71 72273 Y24
j j P i PR Y 00-1 0]~ j PR Y A I (5.61)
73,1 TV3,2 73,3 T34 73,1 73,2 73,3 V3,4 00 0—1 73,1 T73,2 73,3 V3.4
J J J J J AT AT AT — J J AT A
Va1 Va2 ~Va3 " Va4 Ya,1 Ya,2 Va3 Va4 Va1 Va2 Va3 Via

which is possible only if the red elements are equal to zero. Eq. shows that the blue elements form two adjoint 2 X 2 matrices for
each j > 0O:

0 0 Y37 0 0 MsMa

yi=| ) 0 Mama | 0 0 374 :( O ‘A’Aj). (5.62)
Y1732 000 —(M3)* —(n3s)* 0 0 —(6N)t 0
Yi1Yaz O O () =030 0 0

Now we use Eqgs. and to find the actual forms of three 67 (and consequently 47) matrices for j > 0.
Eq. [5.51] requires
0 & 0 & i . (0t 0 10 EE
0L L) = &7 (67) O ) == ()= (LYY, (5.63)
—(6)T 0 —(6)T 0 0 —(69)T - 57 01 0-1

& . (&j)]‘ - (&j)’r .69 =1 (5.64)

Eq. is obviously true if the 67 matrices are Hermitian (67 = (69)1), i.e. 07y, = (09,m)*. It implies that the 67 matrices have
the following form:

) a; Cs
=17 ) , 5.65
(cj b; ( )
where a; and b; are real, and c; is complex. Eq. can be then written as
2 2

i ) i - o .o +|C| (a-+b-)c- 10
”]'"JT:"J'”J:(%C])(aﬁd):(aj g = . 5.6
) ¢ by c; bj (aj +bj)ct b2+ c;[? 01 (5.66)
The off-diagonal terms of the product matrix must be equal to zero, which is true if a; = —b; or |¢j| = 0. In the former case, matrices

67 can be written as

w 1—|C-‘2 Ca
gi— VIl j , 5.67
< c; —V/1—¢;[? (5.67)

in the latter case, there are only two possibilities how to construct the 67 matrix:

&J’:(é?) or &J’:((l) _01) (5.68)

(note that |c;|2 =0 = a? = b? =1.) Eq. shows that the second option is correct. Eq. requires

(—(Sjﬁ %) ' (_(Sm %k) - (—(2’0T Gok) ' (—(20* %) T (&j o g&k o (69)t - 6k 3 (6" wﬂ') - (8

therefore no 67 can be a unit matrix.

As Eq. unambiguously defines one sigma matrix (let us call it 43), the other two (6! and &2) are given by Eq. According

to Bq. 53

(10).<W 2 >+(m 2 )(10)( TP e ) =(89) e

o o

) , (5.69)

0-1 c; —V/1—¢;[? c; —/1—¢j]? 0 -1 0 —2/1—¢;2 00

showing that |c; |2 = 1 and the diagonal elements of 6! and 2 are equal to zero. Therefore, these equations can be written as

L1 0 et 2 0 el¥2
G _(e*idn 0 7= o-is2 o (5.71)
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According to Eq.
0 el 0 el?2 0 ei®2 0 ei¢1 0 el(d1—¢2) 4 o—i(d1—92)
=it o ) \esiv2 o )T lemivs o ) \emien o )T | e-ité1-02) | ci(d1-62) 0 =

(?COS (¢01 — ¢2) T (¢01 _¢2)) - (8 g)' (5.72)

The off-diagonal elements of the sum of the matrix products are equal to zero if the phases differ by /2. Choosing ¢1 = 0, the set of

three sigma matrices is
1 (01 o (0 —i .3 (1 0
g _(10 T =\io = \o-1 (5.73)

and the set of the four gamma matrices is

10 0 O 0 001 000 —i 001 O
o |01 0 0 1 | o o010 o | 00i o0 5 | o000-1
T =loo-1 o0 =1 o-100 =1 oio o T =1 -100 0] (5.74)
00 0-1 -1 000 —i00 O 010 O
With the help of the 47 matrices, we can modify our definition of Ot and O~ to get the correct operator 02
10 0 O 001 O 0 001 000 —i
., 0 01 0 O ., 0 000 -1 ., 0 0 010 ., 0 00i O
5l oo-1 o] T | —100 o] T | o-100| TG, | 0i0 0
00 0-1 010 O —1 000 —i00 O
1000 1
»|0100 2 e
—mpc 0010 ba =07V =0,
0001 V4
(5.75)
10 0 O 001 O 0 001 000 —i
g0 ot 00 . 0| 000-1| .8 0 o010| . 0 [ 00i0
o1 00-1 0 8z —-100 O ox 0-100 oy 0i0 O
00 0-1 010 O -1 000 —i00 O
1000 1
0100 vo | oA
—mgc 0010 bs =0 ¥v=0
0001 P4
(5.76)

5.7.3 Solution of the Dirac equation

Introducing matrices means that we do not have a single equation of motion, but a set of four equations for four coupled wave functions.
The complete wave function ¥ is therefore a vector consisting of four components. The operators Ot and O~ consist of partial derivative

operators summarized in Eq. and Eq. also shows that a monochromatic wave ¢ = e% Pz@+Pyy+pz2=Eit) i 4y eigenfunction
of the partial derivative operators, with the eigenvalues equal to &, pz,py,p-. Also note that the 2 x 2 sub-matrices, which form the A3
matrices, always appear with the opposite sign on the first and last two lines, except for the unit matrix associated with the moc? term.
It is therefore useful to use a complex conjugate of the aforementioned monochromatic wave as an eigenfuction on the last two lines, in
order to get eigenvalues with opposite signs. Possible solutions of the Dirac equation can be than assumed to have a form

w1

| uee
L e (5.77)

vah*

where w1, u2,v1,v2 are coefficients to be determined. The Dirac equatiorEl can be written as

9Actually7 two equations, one for O™ and another one for O~
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10 0 O 001 O 0 001 000 —i
.0 01 0 O .. 0 000 -1 .0 0 010 .. 0 001i O
hoeloo—1 o] T | —100 o] T | o-100| TG, | 0io0 o
00 0-1 010 O —1 000 —i00 O
1000 w1
50100 Ut Al
Mo 1 go10 o | =0T =0
0001 voth*
(5.78)
10 0 O 001 O 0 001 000 —i
g0 lor o o) 0| 000-1| . 0| 0 010| . 0| 00i0
o1 00-1 0 0z —100 O o 0-100 Oy 0i0 O
00 0-1 010 O -1 000 —i00 O
1000 w1
~,loto0 ugh | A
Mo 1 o010 v | =0T =0,
0001 voah*
(5.79)
or shortly
ur
le] 1o} 1o} Ie] N N
(maﬁo +icho-4" + icha—yﬁz +ichz—5" - moc21) Zf;f —O0tw =0
v ™
(5.80)
u1y
-aAD- aq : aAQ- 8A3 23 ugt — AT —
(—1ha'y — 1ch£'y — 1cha—y'y — 1077,&7 — moc~1 ot | = O~ ¥ =0.
v
(5.81)
For our wavefunctions,
Erury) — cprvath® + icpyvath* — cprv1eh* — moczuw
A Etugth — epzv1Yh™ — iepyv1™ + cpzv2h™ — mocuze
T = i = .82
% Erv1* — cpzuap™ + lcpyu21p* — eprur)* — m002111’¢* 0 (5 8 )
Etva* — eppur* — icpyurY* + epzugh® — moclva*
and
EZ — 2p? — (moc?)? u1
~ A A £2 _ 2 2_(m62)2 )
20 i ; 0 2 _e2 2.2 22
OUV=0"0"" = £2 — cp? — (moc?)? not | = (&f —c°p (moc?)*)T (5.83)
th _ C2p2 _ (m002)2 ’l)2’¢)*

in agreement with Eq. [5.26]

Eq. @ can be also used to find four explicit solutions of the Dirac equation, treating wi,us,v1,v2 as unknown variables to be
determined. The solutions are found by setting one of the coefficients w1, u2,v1,v2 to zero, and calculating the other coefficients so that
the following normalization condition is fulfilled (as discussed in Section

0.0 o0 oo
/ / / U*Udrdydz = 1 (5.84)
—00 —00 — 00
(other normalizations could be used as well). The solutions have the following form (origin of the factor h3 is explained in Section 4.9.2).
P 0
Et + moc? 0 Et + moc? v
lel — t 0 w* X \112 = 7t 0 (PJ.*‘Pg)T)b* 5
2E+h3 &t +m002 2E4h3 ———"
c(po+ipy) v —CPz
Etmoce? Ett+mpc?
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5(t wfl'r_:r_fo CQ)TZ) cg(fi;lopcy; P
[E¢ +moc? | dpetiby),, & + moc? —cps ),
Uy = ————— | E+moc? s Uy = ———— Et+moe? , 5.85
3 28,13 t goc 4 28,13 H-W(L)of ( )
0 P*

where 9 = e%(pzﬂchpnyrpzzf&t).

5.7.4 Relation between Dirac and Schrodinger equations

How is the Dirac equation related to the Schrédinger equation? We came to the Schrodinger equation using the relation € = p2/2m (energy
of a free particle, i.e., kinetic energy), which is only an approximation for low speeds, obtained by neglecting the £2 term (£2 < (moc?)?
for v2 < ¢?) in Eq.

(moc?)? = €2 — 2p? = (moc® + €)? — 2p? = (moc?)? + 26 (moc?) + 2 — ?p? = (moc?)? 4 26 (moc?) — 2p? (5.86)
2
= e=r_ (5.87)
2myg

A similar simplification can be applied to particles in an electromagnetic fields if the potential electrostatic and magnetic energy
energy is much lower than moc2. We use this approximation in Section m

5.7.5 Hamiltonian of spin magnetic moment

Our next goal is to find Hamiltonian for a relativistic charged particle in a magnetic field. When we compare the classical Hamiltonian of
a particle in an electromagnetic field (Eq. with the classical Hamiltonian of a free particle H = (p)2/(2m) outside the field, we see that
the presence of an electromagnetic field requires the following modifications:

HoH-QV  F—5—QA, (5.88)

Accordingly, the operators of energy and momentum in the quantum description change to

1713 — 1h— QV 1h3 — —1h— QA - iﬁg — —i?i3 —QAy 1)‘13 — —1ﬁ— QA;. (5.89)
at A dy dy 9z

This modifies Eq. to
1o} - o Ie] 1o}
ih— —QV )10 = | —c(ii— + QAz ) 5°4* — ¢ [ii=—— + QAy ) %52 — ¢ [ ih— + QA. ) 3°5% + moc?40 ) ¥ (5.90)
ot or oy 0z
In order to obtain the Hamiltonian describing energy of our particle in a magnetic field, we return to our operator 02, which represents

the quantity defining the correct relativistic relation between Sf, p?, and (mpc?)? (note that now we are interested in the energy, not in
the evolution in time). To get O? for a particle in an electromagnetic field, we apply the operator (i8/0t — QV') twice

) ) s (.0 2
(lh& - QV) (m& - QV) iv = (lh‘& - QV) v

2 2 2
= <c2 (ih% + QAx) %4154 4 2 (ifza2 + QAy) °4%5°4% + & (m% + QAZ) 0434043 + m2047070> v

(1h£+QA) 04042 4 (1h§+QA) 005)\1/
te ((lnf +QA, ) ( ind 4 QAy) 50415052 4 (m— +Q4, ) (mﬂ + QAx) &%2&%1) w
oy ox

Y
d 5052505 0 0232042
+c? ((ﬁif—i-QA) 8Z+QA 40424043 (1ﬁf+QA)(1h8—+QA> 'y'y)‘ll

+c? ((maﬂ +QAZ) (m— + QA ) 50434041 4 (lh— + QA ) (maﬁ +QA, ) 504 17073) . (5.91)
z

0 P 0
—moc?® ((iﬁaf + QAz) 404140 + ih -+ QA ) 794240 + (iﬁg + QAZ) 707370) v

—moc3 ((mf + QA, ) Y441 +

We use the properties of the gamma matrices (Eqgs. 5.52) to simplify the equation. In particular, we invert of the order of matrices
in the products
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704740 = —(494°)47 = 44, (5.92)
1°474°%7 = —(3°3)(¥3) = (-1 =1, 4 (5.93)
305" = —(1°30) (3 9F) = ~(D)(FAY) = —74* =44 (5.94)

and obtain

) 2. 5 (., 0 2. ,(.8 2. ,/.8
ih— —QV | 1V = (c* (ih— 4+ QAz | 1+ [ih—+QAy ) 1+ |ihi— +QA.
ot oz dy 0z

(rgz v @) 14
+moc? ((iﬁg + QAZ) A+ (ih3 + QAy) 7%+ (ih2 + QAZ) ai‘) v
Oz Oy 0z
8 )7 (g ) )

lrzg + QAy) (mg + QAy) (mﬂ + QA;C) 142w
Yy xr

7
N ) o o 9.3
—c ((ﬁia—y—f—QAy) ( B~ + QA ) (lﬁa + QA ) (1ha—y+QAy)) 4243
o 0 d o
(1h$+QA)(h%+QA) (h%JrQAI) (1hg+QA ))
(5.95)

where the second line and the third line cancel each other. To proceed, we need to evaluate the products of operators on the last three
lines. Let us look at one of the lines more closely

8 5 5 9
2 <<mf 4 Ql> <in; + QA,,) - <ih; + QA,,) (mff + Q1> ) 4142 (5.96)
ox dy ’ dy ’ ox

and analyze the operator part (green) and the wave function part (blue) separately. We start by the green operator (to emphasize
that we work with the operator, we apply it to some arbitrary function, labeled ). The green operator is composed of linear operators,
we have to apply them twice (we must be very careful with differentiation)

) ) 0 ., 0
((171a + QA,) <1h8—y + QAy) — (ma—y + QAy) (m% + QAZ)) b=

(A ) oY O(Asy) O
(T; + A= - 2 ) (5.97)

_p2 (0% _ 0% _ ;
h ( )+Q( AyAz)p +ihQ Dy By yax

Oox 0y Oy Ox

The first two terms on the second line cancel each other because 924)/dxdy = 92 /dydx and AgAy = AyAz (A, Ay are numbers,
not operators). Then we apply the chain rule to calculate the partial derivatives of Az and Ayt:
9 oY o oY

2 2 . (Ay2) 9(Az) oY
—h (%@_@£>+Q (AIAy—AyAz)zp—f—th( + Ay {Ty i —Ayam)

(O oY A DU L (0A, v 6 0A 0% v o4,  0A,
th(—ax rag - e Ayax)fm( v St S ey, 00O )—EQ(% By)w.
(5.98)

Note that the resulting difference of partial derivatives in the parentheses is nothing else but the z component of the rotation (formally
a vector product) of the definition of Bin Eq. Therefore, we can write

_p2(29% 90N, _ (Ayy) |, 9 0(Asy) @)_. <%78Az> .
I (ax B9 By ax)%) (AzAy—AyAs )w+hQ( +Azay By Ayo- ) =ihQ (2 By ¢ = ihQB:v. (5.99)

The combinations on the last two lines of Eq. are obtained in the same manner.
In addition to the combinations of the operators evaluated above, the last three lines of Eq. also contain the products 4142, 4243,

and 4341, They can be calculated from Eq.
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4132 — (7(;1 001) (722 %2) _ (&10&2 &16&2) _ (%3 003) , (5.100)
4253 — (_22 ;,62) (_23 %3) _ (62@&3 (}26&3) _ (%1 ;)1) , (5.101)
o () (05) (7 ) (5 ),
where the following important properties of the 7 matrices were used in the lasts steps
616% = ((1)(1)) (?‘é):(é_?):i&s (5.103)
6263 = (?‘é) (é 7?):(?3):% (5.104)

636! = ((1)_(1)) (?é):(_ol(l)):i&Q. (5.105)

Note that we have written the 4 x 4 matrices 474% in a block-diagonal form, using 2 x 2 matrices 6% and 0.
After inserting everything into Eq. [5.95] we get

2 aoA 2 2 2 o
(ih2 - QV) (1 9) U= |c? (ih2 +QAZ) +c2 (ihE + QAy) +c2 (mi + QAZ> +mdct (1 ) T
01 Ox Oy 0z 0

ot
51 0 52 0 53 0
— hQ (Bz(% &1>+By("6 &2) +B. (% &3))9. (5.106)

To emphasize the block-diagonal form of the equation, we use 2 x 2 matrices 1 (unit matrix) and 0 (zero matrix) to write the 4 x 4
unit matrices on the first line (note that the same symbol 1 represents a 4 x 4 matrix above and a 2 x 2 matrix here and below).

Now we have a relativistic equation describing our particle in an electromagnetic field. Let us now separate the mass contribution to
the energy from the operator ih9/9¢t and let us call the difference H (it becomes clear soon why we choose the same symbol as the symbol

used for the Hamiltonian in the Schrédinger equation):

— O

. d
H =iz — moc?, (5.107)

Eq. [5-106] can be rewritten as
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51 0 52 0 53 0
— 2hQ (Bz("o s1 )+ By "ﬁ 52 )+ B "6 55 )% (5.108)

2¢ cancel each other. Dividing both sides of the equation by 2mgc? gives

where the two red terms mgc
(H-QV)?2 . i0
Mo x ) L H-QV X =
< 2moc? + Q 01

1 o 0 ) ) 2\ [io
(2 van) s (n ven) s (nvan)) (39)

2myg
hQ 6l 0 62 0 53 0
‘%(Bm(a &1>+By(() &2)”’2(0 &3))“’~ (5.109)

Note that the rest energy of particles mgc? is huge. Unless the eigenvalue of His very large (which is not expected in a standard NMR

experiment), the first term with mgc? in the denominator can be safely neglected. For the same reason, the factors +ep. /(& + moc?) and

c(pz £ ipy) /(& + moc?) in Eq. [5.85| are close to zero for v < c.
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The derived matrix equation represent a set of four equations for four unknowns. The block-diagonal form of all matrices reveals that
the first two equations and the last two equations can be solved separately. Therefore, we obtain identical sets of two equations describing
particles and antiparticles:

o ui 1 0 2 ., 0 2 ., 0 2 - hQ 1 2 -3 U1y
i () = (s (0 +0n) "+ (02 +on) s (12 von) v ov) i 22 (s 4ot 5o (120).
(5.110)

o vt 1 . 0 2 . 0 2 ., 0 2 -~ hQ 1 2 A3 v Y*
H(Uzw*) ~ (Zmo <(1haz+QAz) +(1ha—y+QAy> +(1ha+QAz) +QV 1—%(310 + By6® + B.6°) (mlb*)’
(5.111)

where we described the wave functions using the notation introduced in Eq.|5.77 In both matrix equations, the terms multiplied by 1
constitute the Hamiltonian of the non-relativistic Schrédinger equation (Eq. [4.23)), and the terms with the 67 matrices appear only in our
relativistic equations.

5.7.6 The factor of one half in the eigenvalues of I,

The eigenvalues +h/2 are closely related to the fact that spin is a relativistic effect. Special relativity requires that the Dirac equation
must not change if we rotate the coordinate frame or if it moves with a constant speed (Lorentz transformation). This is true in general,
but for the sake of simplicity, we just check rotation about the z axis.

We start by writing explicitly the Dirac equation as a set of four equationﬂ

iha(t;w) = —icha(valzw ) —ich,a(”;:f ) +icha(1?w ) + moc?ur, (5.112)

iha(giw) = +icha(”82;p ) —icha(valw ) —icha(lglyw ) | moctusy, (5.113)

iha(l’éf ) _ ficha(glzw) ficha(giw) +ich8(1;;w) — mocvip*, (5.114)

p 20290 o 0ueY) o 0umy) g 00mY) e e (5.115)
ot 0z ox dy

Let us assume that we have an original coordinate frame ¢, z,y, z and a rotated frame t’,2’,y’, z’. If we rotate about z by an angle ¢,

=t (5.116)
Y=z (5.117)
x’ = cos pz — sin py (5.118)
Yy = sin px + cos @y (5.119)
and
or _of (5.120)
ot ot/
of of
- = 5.121
Oz 0z' ( )
of 9z’ af oy Af of . of
i L — = — — 5.122
ox oxr Oz’ + oz Oy’ cosgoa:c, +Sm(p8y’ ( )
of oz’ df oy of . of of
= == 7 _— 5.123
Jy oy Oz’ oy oy’ Smgp@x’ + Coway/ ( )

and consequently

ONote that we use the form of the Dirac equation which directly defines the relativistic Hamiltonian (Eq. .
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of  .of “ip (3f ﬁf)

_— - = —_— 124
ox +18y ¢ ox! +18y’ ’ (5 )
of .of w(af .af)

A A RO LAY 5.125
ox lay ¢ oz’ lay’ ( )

We also need to transform the wavefunction ¥ to the rotated frame. We already know that rotation of a complex function f by an
angle ¢ can be written as f/ = fel?. Let us assume that each of component of ¥ rotates by some angle (1, 02, 03, 94,) — the key step of
our analysis will be to relate values of these angles the actual angle of rotating the coordinate frames .

Now we have everything that we need to write the set of Eqs. [[.112H5.115] in the rotated coordinate frame:

iha(ew(;%wl) = *ic"a(ew;zfl o icha(eim;:/) ) +icha(iei(m;;)v2w/*) +moce Pt ury, (5.126)
iha(ew;qu/) _ +icha(ei¢;;)/2w/*) - icha(ei(wg(;:jvl¢/*) B icha(iei(wg(;?j)mw/*) I (5.127)
iha(ew;?wl*) = *i"ha(égjwl) - icha(eiw;:“w/) + icha(mi(ijw') —mpc?e S0y, (5.128)
ihfa(eit:/w'*) = +icﬁa(ei§;wl) - icha(eingmw,) - icha(iew;;)“lw,) — mocZe Py, (5.129)

According to the first postulate of the special theory of relativity, Eqs. @-@ must have the same form as Egs.
In other words, we must eliminate the complex exponential expressions from Eqgs. Let us first multiply both sides of the
first equation by e~1¥1, both sides of the second equation by e~¥2, both sides of the third equation by e~1¥3, and both sides of the last
equation by e~1¥4:

O(u1y’)

8(61((‘037“&1)1)11,[),*) - icﬁa(ei(¢47¢1+tp)v2¢/*) +icﬁa(iei(¢4*<ﬂ1+<ﬂ)v2,¢}/*)

i = —i 2

=y = e 02/ P . + moctur (5.130)
. O(uae)’) ) a(ei(wﬁwz)wwl*) ) 3(ei(tp37¢2*¢)v1¢/*) ) B(iei(%*%"?**ﬁ)vlw’*) 9

1)‘17&/ = +ich P —ich 50 — ich o + moc U2’¢1/, (5.131)
A(vr’™) o O(eierm sy ) (el et Oyy) Q(iel(P2m sty 5 N

lhiat’ = —ich B —ich ™ + ich 57 — mocu1’*, (5.132)

1% i(p2—p4) / i(p1—pa—wp) / iel(P1—pa—p) /
n 202 e 2 uzd) _ ;o2 ) _o90e ) moctusy. (5.133)
ot’ oz oz’ oy’

This cleared the ¢’ and mg terms. The exponential expressions disappear from the 2z’ term if 1 = @3 and p2 = @4 (i.e., if the rotation
of w17 and v19* is identical and the same applies to uz?® and va*). In order to fix the ' and y’ terms, we assume that 1 = —p2 and
3 = —4, i.e., that the rotation of ujvy and wug1 is opposite and the same applies to v1¢* and va1*. This implies that w11 and ugvy
describe states with opposite spins (and v19* and v21* too). Then, w11’ and v19’" in the 2’ and y’ terms are multiplied by ei<25"1*‘/’),
and u21’ and vay)’* in the 2’ and y’ terms are multiplied by e~(2¢1=¥) In both cases, the exponential expersions disappear (are equal to
one) if p1 = /2. What does it mean? If we rotate the coordinate system by a certain angle, the components of the wavefunction rotate
only by half of this angle! The function describing rotation of the wavefunction about z has the form

I

1220 $
Rj:el h 2

(5.134)

This looks very similar to Eq. [4.92] but with one important difference: rotation by 27 (360°) does not give the same eigenfunction
R; as no rotation (¢ = 0), but changes its sign. Only rotation by 47 (720 °) reverts the system to the initial state!
Eq. @ tells us that the eigenvalues of the operator of the spin angular momentum are half-integer multiples of h:

Iz,l == Iy0=——. (5135)

5.7.7 Eigenfunctions of I, and fy

Eigenfunctions of I are the following linear combinations of |a) and |3):
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1 1 /1 _

Sl oo = o5 (1) =1 (5.136)
i i 1 /-0 _

BV LY A ﬁ( i):IH, (5.137)

or these linear combinations multiplied by a phase factor el?. E.g., state vectors multiplied by ¢™/2 =i are

e () ()= () 1o () ()-H(D) e
Eigenvalues are again fi/2 and —h/2:

fz|a>:+§|»> g(?é)%(i):+g%(i) (5.139)

weasadio 28)A(D =450

Eigenfunctions of I, are the following linear combinations of |«) and |3):

1—i 14i 1/1—1) _

5 o)+ ——18) = 5(1+i):|®>, (5.141)
141 1—i _ l 141 _
ol + —=18) = 2(1—1)—|®>’ (5.142)

or these linear combinations multiplied by a phase factor '?. E.g., state vectors multiplied by elm/4 = 1+ 1)/\/§ are

im/al [(1—1i 1411 /1—1i 1 1 : 1 /141 1411 /141 1 i
— im/4 ~ _ - — — it/4 = — - -
(1) = () () o= (1)) () e
Eigenvalues are again /i/2 and —7i/2:
A h hf0—-i\1/1—-i h 1 /1—1
Ly|®) = +51®) 5(1 0)5(1+i)*+5'5<1+1)’ (5.144)
s h hifo—-i\1/1+41\ A 1 /141

An operator representing angular momentum pointing in a general direction, described by angles ¢ (declination) and ¢ (azimuth) can
be written as

I cosd + I, sinﬂcosgo—f—fy sin ¥ sin . (5.146)

Its eigenvalue are again //2 and —//2 and its eigenfunctions are

cos gefig —sin gefig
|9, <P> = sin ﬁe+i52€ ) [0+, ) = cos ﬁe+i52€ (5-147)
2 2
or the vectors described by Eq. multiplied by a phase factor e'¢, e.g.

9 s 9

cos & —sin &
0= (o2 ). wema= (508 ) (5.148)

2 2
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5.7.8 Stationary states and

In the presence of a homogeneous magnetic field By =
The Schrédinger equation is then
inl (
ot

energy level diagram

(0,0, Bp), the evolution of the system is given by the Hamiltonian H = f'yBOIAZ.

ca\ _ ﬁ 1 0 Ca
Cﬁ)_ 7Bog (0—1)<0ﬁ)’ (5.149)

which is a set of two equations with separated variables

with the solution

Ca = Cq

cg = ¢

dea .vBo

If the initial state is |a), ca(t =0) =1, cg(t = 0) =0, and

Note that the evolution changes only the phase fac

rralie +i Cay (5.150)
deg By
R 5.151
dt 2 P (5.151)
. v B L w
(t=0)eti 2"t = co(t = 0)e 2, (5.152)
. v B LW
(t=0) "2t = cg(t = 0)et T, (5.153)
_ iy
o .
c e ' 2 (5.154)
s = 0. 5.155
5

tor, but the system stays in state |a) (all vectors described by Eq. correspond

to state |a)). It can be shown by calculating the probability that the system is in the |a) or |B) state.

Py,
Pg

=clca = et eIt = 1, (5.156)

= cjep = 0. (5.157)

If the initial state is |8), ca(t =0) =0, cg(t = 0) =1, and

Again, the evolution changes only the phase factor
|B) state is

Py
Pg

5.7.9 Oscillatory states

o =0, (5.158)
cg = et (5.159)

but the system stays in state |3). The probability that the system is in the |a) or

)

et =0, (5.160)
= cjep = eI Pttt = (5.161)

We now analyze evolution of states described by other wave functions that eigenfunctions of the Hamiltonian. We can continue the
discussion of the previous section (evolution of evolution of |a) and |8) due to H = —yBgl.) and change either the wave function or the
Hamiltonian. We start by the latter option, which is easier.

In the presence of a homogeneous magnetic field By
The Schrédinger equation is then

in 2

ot

which is a set of two equations

= (B1,0,0), the evolution of the system is given by the Hamiltonian H= 77301;.

(22)277312([1)(1)) (2;) (5.162)
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dea YB1

— , 5.163
a2 P (5.163)
deg vB1
— =1 . 5.164
a2 ( )

These equations have similar structure as Eqgs. @ and @ Adding and subtracting them leads to the solution

4B cw
Ca+cg = C+e+‘let = C.;,_e_'Tlt, (5.165)
.vB Lw
Ca —Cg = C_e™i72ht = 0_etiFHE, (5.166)
If the initial state is |a), ca(t =0) =1, cg(t =0) =0, Cy =C_ =1, and
Ca = COS (%t) , (5.167)
cp = —isin (%t) . (5.168)
Probability that the system is in the |a) or |3) state is calculated as
1 1
Py = ¢} co = cos? (ﬂt> = — + — cos(wit), (5.169)
2 2 2
1 1
Pg = cjep = sin? (%t) =573 cos(w1t). (5.170)
If the initial state is |8), ca(t =0) =0, cg(t =0)=1,Cy =1, C- = -1, and
. w1
Co = —isin (7t> , (5.171)
cg = cos (%t) . (5.172)
Probability that the system is in the |a) or |3) state is calculated as
1 1
Po = cco = sin? (%t) =5 — 5 os(it), (5.173)
w 1 1
Pg = cjep = cos? (7175) =5 + 5 cos(wit). (5.174)

In both cases, the system oscillates between the |a) and |3) states.

Now we return to the Hamiltonian of the vertical field H = —7B0fz, but analyze the evolution of superposition states called | —) and
| =) in Section m The Schrodinger equation has in this case the same form as in Section with the solution

. v B Lw

o = ca(t =0)et 2t = co(t = 0)e 12, (5.175)
.vB LW

cg = cg(t= O)eﬂwfzO t=ch(t = O)e“TOt. (5.176)

We are interested in evolution of a wave function that can be described as

[U) = c| =) + c | ). (5.177)
According to Egs. [5.150| and [5.151}]
Ca cB
e, = fa 8 5.178
RN (G479
=il B (5.179)

[ 73 7
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If the initial state is | =), ca(t = 0) = 1/1/2,

Probability that the system is in the | —) or

P,

P

cg(t =0) =1/v2, and

= le_iWTOt + 1e'*'i%ot = cos (ﬂt>
2 2 2

i ) i ) w
— Lot + Lot — _gin <—0t) .
2 2 2

| <) state is calculated as

« 5 (WO 1 1
=c,cy =cos“ (—t) = = + — cos(wopt),
e (51) = 5 + 5 coswot)
* ) WO) 1 1
=c, ¢ =sin“ [ —t) = = — = cos(wot).
Cee (51) = 5 — 3 coswot)

(5.180)

(5.181)

(5.182)

(5.183)



Lecture 6
Ensemble of non-interacting spins

Literature: A nice short introduction is given in K3.1. The topic is clearly described in K6, L11,
(C2.2. The mixed state is introduced nicely in B17.2, K6.8, L11.1, and C2.2.2. More specific references
are given in the individual sections below.

6.1 Mixed state

So far, we worked with systems in so-called pure states, when we described the whole studied system
by its complete wave function. It is fine if the system consists of one particle or a small number of
particles. In the case of a single particle, the wave function ¥(z,y, z, ¢,) depends on the x,y, z coor-
dinates of the particle plus the additional degree of freedom describing the spin state (in terms of the
four-components of the solution of the Dirac equation). Extending quantum-mechanical description
to more than one particle presents both fundamental and practical problems. A fundamental prob-
lem is that particles of the same type cannot be distinguished as in classical mechanics. This issue is
briefly discussed in Section [6.7.1] The major practical problem is a high complexity of multiparticle
systems. The complete wave function of whole molecule is already very complicated, represented by
multidimensional state vectors and their properties are described by operators represented by mul-
tidimensional matrices. In the case of macroscopic ensembles of many molecules, the dimensionality
of the state vectors and operator matrices is described by astronomic numbers. A typical NMR
sample contains approximately 10** particles (electrons, protons, and neutrons). Clearly, we cannot
use the brute-force approach requiring determination of the complete wave function. In this lecture,
we describe two levels of simplification routinely applied to describe NMR samples.

The first level of simplification is separation of the description of spin magnetic moments from
the other terms of the wave function. In NMR spectroscopy, we are interested only in properties
of molecules associated with spins of the observed nuclei. If we assume that motions of the whole
molecule, of its atoms, and of electrons and nuclei in the atoms, do not depend on the spin of
the observed nucleus, we can divide the complete wave function into spin wave functions and wave
function describing all the other degrees of freedom.

The separation of the spin wave function is trivial in the case of a free particle in the low-speed
(i.e., low-energy) limit, as shown in Section

125
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1 i i i >
U = 4 /ﬁ . @iPeT L orPYY . @nPz? . (E‘;) (6.1)

Here, we expressed the wave function as a product of the green vector describing the degree of
freedom important in NMR spectroscopy, and of a function dependent of the irrelevant degrees of
freedom, shown in red.

In molecules, we first have to be able to separate the nuclear component of the wave function
from the electronic one. This is possible if we assume that motions of the electrons in the orbitals
are (i) much faster then evolution of the nuclear spin stated and (ii) little affected by the magnetic
moments of nuclei (i.e., if we assume that the magnetic fields of the nuclear magnetic moments are
too weak to influence motions of electrons). Then, we can use shapesﬂ of molecular orbitals as a
static description of the distribution probability of electron localization, independent of the actual
state of the nuclear spin.

Second, we have to consider how the nuclear spin wave function depends on the coordinates of the
nucleus (to see if the degree of freedom describing the spin state can be separated from the degrees
of freedom describing the position). Infrared spectra tell us that vibrations of nuclei in molecules are
much faster (roughly 10'*s™!) than the precession of magnetic moments (~ 10°s71). Therefore, we
can safely use coordinates describing averaged positions of nuclei in the molecule. Then, the molecule
is defined as a rigid object, and the average coordinates of nuclei define the orientation of the molecule,
but also the orientation of the cloud of electrons, discussed above. Instead of investigating the effects
of magnetic moments on individual nuclei, it is sufficient to ask how the magnetic moments of nuclei
affect the orientation of the molecule. The magnetic fields of the nuclear magnetic moments are
weak (the energy of magnetic moments in NMR spectrometers is much lower than the kinetic energy
of molecules at the ambient temperature), and we can assume that the influence of the magnetic
moments on the orientation of molecules is negligibleﬂ

At this moment, we have finished our discussion of the first level of the simplification of quantum
mechanical description of magnetic moments in molecules. We can conclude that (in most cases
except for some relaxation effects) wave functions (and consequently of Hamiltonians) can be divided

'In the currently available NMR spectrometers, the frequency of the magnetic moment precession is ~ 10°s~'. The
velocity of the electrons in atoms is not sharply defined (a consequence of the commutation relation between #; and
Pj, known as the Heisenberg’s uncertainty principle). Nevertheless, a rough estimate can be made. In a stationary set
of bound particles described by the classical mechanics, the total kinetic and potential energy are related as follows.
Since our set of particles is stationary, the time derivative of the quantity >, (P - 7%) is equal to zero. The time
derivative can be expressed as Zk(% T —l—ﬁk%) = Zk(ﬁk e+ mo) = Epot — 2Ekin = 0, where 7, is the position
vector of the k-th particle, Py is its momentum, o is its velocity, F}, is the force acting on it, ki and Eye are the
total kinetic and potential energy, respectively. In the case of the electron in the hydrogen atom, Eyor = —Q?/(4meor),
where @ is the elementary charge and r is the electron-proton distance, related to the velocity by the uncertainty
principle r;p; ~ h. Therefore, mv? ~ mvQ?/(4meph) = v ~ Q%/(4meoh) ~ ¢/137, where c is the speed of light.
Considering the size of the atom (~ 10°m), the "frequency” of the electron is roughly ~ 10!¢s~! in hydrogen and
higher in heavier atoms.

2Here, the word “shape” is a synonym for values of the wave function dependent on the z,y, z coordinates in a
coordinate frame attached to the molecule, independent of the position and orientation of the molecule as a whole.

3This is a very reasonable assumption in most cases. However, note that it is not true completely: if motions of
the magnetic moments and of the molecules were independent, it would be impossible to explain how the magnetic
moments reach their equilibrium distribution.
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into two parts, one dependent on the spin degrees of freedom, and the other one dependent on the
other degrees of freedom that are not important in the NMR spectroscopy. To describe the NMR
experiment, is is sufficient to analyze only the spin wave function (spin state vector). However, the
number of dimensions of the spin state vector is extremely high, typically ~ 10%%, and properties
of the large sets of magnetic moments in bulk samples are described by operators represented by
matrices of the same dimensionality. Another level of simplification is therefore needed.

The second level of simplification is related to the question whether individual magnetic moments
can be treated independently. This is possible if the spin Hamiltonian can be decomposed into a sum
of operators acting separately on individual nuclear magnetic moments, as shown in Section If
this condition is fulfilled, the spin wave function of the whole ensemble can be decomposed to inde-
pendent spin wave functions of individual nuclei, and the Hamiltonian has the same eigenfunctions
(Jov),|B) in the case of a vertical field By) when applied to any of the individual spin wave function.
These eigenfunctions can be used as the same basis set for all spin wave functions (state vectors) of
individual magnetic moments. Using the same basis for vectors representing spins of different nuclei
allows us to use two-dimensional operator matrices (for spin-1/2 nuclei) instead of multidimensional
operator matrices. Similar arguments can be applied to the Hamiltonian of magnetic moments in
magnetic fields in other directions.

Expected value (A) of a quantity A for a single nucleus can be calculated using Eq. as a trace
of the following product of matrices:

(A) = Tr { (Cac§ Cac}}) (A” A12> } . (6.2)
CsC, C/gC/B A21 AQQ
Expected value (A) of a quantity A for multiple nuclei with the same basis is
(A) = Tr { (Ca,lcf,l Ca,lcfjl) (Au A12) + (Ca,20372 Ca,ZCfg) (An Au) e }
€B,1Ca,1 €8,1C51 Agy Agy €8,2Cq 2 €8,2C5.2 Agy Agy

o Ca1Ch 1 Ca1Ch Ca,2Ch 2 Ca2Ch 9 Ap A
€8,1Cq1 €8,1C31 €8,2Cn 2 €3,2C3.2 21 4122

_ CaCh cac}'; Ay Ao _ { R A}
NTr <05_CZ _CBC};) (A21 Ay, NTrqpA¢. (6.3)
p A

The matrix p is the (probability) density matriz, the horizontal bar indicates average over the
whole ensemble of nuclei in the sample, and N is the number of non-interacting nuclei described in
the same operator basis.

Why probability density? Because the probability P = (¥|W¥), the operator of probability can be
written as the unit matrix 1: (¥|¥) = (¥|1|W). Therefore, the expectation value of probability can
be also calculated using Eq. as Tr{pl} = Tr{p}.

The most important features of the mixed-state approach are listed below:
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Table 6.1: Examples of operators and a density matrix expressed in the same basis. The density matrix is shown
in red, the operators are shown in green. The elements of the density matrix are expressed in terms of the |9}, ¢;)
states, as described in Section [6.7.3}

Description of units  symbol explicit expression (linear combination of basis matrices)

mixed state 1 D 1><%((1][1)> + mx%(éff) —I—WX%((I)E)) +MX%(?_S>
angular momentum Js I (')x% (é [1)) + hx% ((1) 7?) + OX% ((1) (1)) + l')X% (? _6>
magnetic moment JT1! Ly OX% ((1) [1)) + A/h><% ([1) 7(1)) + Ox% ((1) (1)) + Ox% (? _6)
energy J H 0x3 (é (1)) + yB.hx3 ((1) _(1)) +  yB,hix; ((1) é) +  Byhxi (? _6)

e Two-dimensional basis is sufficient for the whole set of N nuclei (if they do not interact with
each other).

e Statistical approach: the possibility to use a 2D basis is paid by loosing the information about
the microscopic state. The same density matrix can describe an astronomic number of possible
combinations of individual angular momenta which give the same macroscopic result. What is
described by the density matrix is called the mized state.

e Choice of the basis of the wave function is encoded in the definition of p (eigenfunctions of ];)

e The state is described not by a vector, but by a matrix, p is a matrix like matrices representing
the operators.

e Any 2 x 2 matrix can be written as a linear combination of four 2 x 2 matrices. Such four
matrices can be used as a basis of all 2 x 2 matrices, including matrices representing operators
(in the same manner as two selected 2-component vectors serve as a basis for all 2-component
vectors). Examples of such linear combinations are presented in Table . Note that the
density matrix and the operators describe different features, they are clearly distinguished by
the coefficients of the linear combinations.

e A good choice of a basis is a set of orthonormal matrices/]]

e Diagonal elements of p (or matrices with diagonal elements only) are known as populations.
They are discussed in Section [6.2]

e Off-diagonal elements (or matrices with diagonal elements only) are known as coherences. They
are discussed in Section [6.3

4Orthonormality for a set of four matrices Al,AQ,A37A4 can be defined as Tr{/l}flk} = 0;k, where j and k €
{1,2,3,4}, §;, = 1 for j =k and 0, = 0 for j # k, and A; is an adjoint matrix of Aj, i.e., matrix obtained from Aj
by exchanging rows and columns and replacing all numbers with their complex conjugates.
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6.2 Populations

Population is a somewhat confusing name of a diagonal element of the probability density matrix,
the correct physical interpretation is clearly described in L11.2.

e In a pure state, cocl, is given by the amplitude of c,: cocf, = |ca|?.
e In a mized state, the coefficients ¢, ; are different for the observed nucleus in each molecule j.

e The populations c,c}, and cscjy are real numbers |c,|? and [cg|?, respectively, and their sum is
always oneﬂ

e If ¢, ; and cg; describe stationary states, the populations c,cf, and cgcj do not change in time.

e A population c,cf > 1/2 describes longitudinal polarization, i.e. polarization of magnetic
moments in the z direction (the direction of 50), an excess of magnetic moments with positive
1, components. The sum of p, of all magnetic moments in the sample divided by the volume
of the sample is the z component of the bulk magnetization (M,).

e The value ¢, = 1/2 indicates no net polarization in the direction By (equal populations of
the @ and § states). It does not indicate that all spins in the ensemble must be either in the
« state or in the (3 state! The value ¢, = 1/2 describes equally well all combinations of
superposition states describing sets of magnetic moments pointing in all possible directions as
long as their vector sum has a zero z component. Probability that the system contains 50 %
spins in the « state and 50 % spins in the S state is actually negligible.

e When c,c}, is specified, cgcy does not carry any additional information because its value is

already fully described by the c,c}, value: cscy = 1—cacf,. It also implies that the real number
caCr, carries the same information as the matrix

caCl 0
0 cﬁcg '

Consequently, longitudinal polarization is described equally well by the number c,c}, and by
the displayed matrix.

e Graphical representation of the coherence csc}, is shown in Figure .

e Graphical representations of quantum mechanical objects are helpful but not perfect. An at-
tempt to visualize the population c,cf, is presented in Figure . The polarization is depicted
as one possible distribution of magnetic moments and as a vector describing the bulk magne-
tization as a result of the longitudinal polarization of magnetic moments.

°Note that Z;V:l(c%jcz’j + ¢p,jcj ;) = N. Therefore, cocf, + cgef = 1.
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6.3 Coherence

Coherence is a very important issue in NMR spectroscopy. It is discussed in K6.9, L11.2, C2.6.

In a pure state, cgcl is given by amplitudes and by the difference of phases of ¢, and cg:
cpC; = |Callegle™(Pam0),

In a mized state, ¢, j = |cqjl6% and cg; = |cg ;|€'? are different for the observed nucleus in
each molecule j.

The coherence czcr, is a complex number |[Ale™® = |c,||cs| - €71 (®a=%8). Tts amplitude |A| is
|callcs| and its phase ® is given by e7(%a=¢8) = cos(d, — ¢p) — i sin(Pa — @3).
In general, the spin magnetic moment in individual molecules are present in various super-

position states corresponding to various linear combinations of the |a) and |3) eigenstates
(Ca,jla) + cp|B)). If there is no macroscopic relationship between the phases ¢, ; and ¢g; in
individual molecules, the difference ¢, ; — ¢ can take any value in the interval (0, 2m) with
the same probability. Therefore, e71(9a=%8) = cos(p, — dg) —i sin(pa — d3) = 0+0 = 0 because
the average values of both sine and cosine values are zero in the interval (0,27). Obviously,
cgct, = 0 in such a case, regardless of the amplitudes. Such an ensemble of states is called
incoherent superposition of the |a) and |3) eigenstates.

If e~ (%e.i=95.3) does not average to zero, a macroscopic relationship exists between the phases
¢a,; and ¢p ;. Such an ensemble of states is called coherent superposition of the |a) and |3)
eigenstates. This is why the term coherence is used for the off-diagonal elements of the density
matrix, whose non-zero values indicate coherent superposition of the |a) and |3) eigenstates,
or simply coherence of the system.

The non-zero coherence cscé describes transverse polarization, i.e. polarization of magnetic
moments in the zy plane (a plane perpendicular to éo). The magnitude of the transverse
polarization is |c,||cs| and its direction is given by the phase of czcf. Since the result of
polarization of magnetic moments is a bulk magnetization, the direction of the transverse

polarization can be described by the x and y components of the magnetization vector M:
M, = |M,|cos®, M, = |M,|sin ®, where ® is the phase of cgc}, and M, = /M? — M?2.

If the evolution of the phases ¢, ; and ¢g ; is coherent, the differences ¢, ; — ¢35 ; change in time,
but identically for all magnetic moments. In such a case, the coherence of the system persists
and cgcl, describes transverse polarization with a constant magnitude and in the direction
specified by the actual value of the phase ®. Section[6.7.3|describes explicitly how the coherence
cpcl depends on ¢, ; and ¢g ;.

CaCjy does not carry any additional information, it is just a complex conjugate of cgcf,. It also
implies that the complex number cgc}, carries the same information as the matrix

0 cacg .
cger 0
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Figure 6.1: Pictorial representation of the populations cocf, = 1/2 (left) and cock > 1/2 (right). The populations
are depicted as distributions of magnetic moments (black) and as a magnetization vector (cyan) defining the direction
of the longitudinal polarization.

Consequently, the term coherence is used for the complex number cgcl, as well as for the
displayed matrix.

o As cac, is a complex number, it carries information of two real numbers, of its amplitude
and phase, or of its real and imaginary components |c,||cg| cos ® and i|c,||cs| sin @. The same
information is encoded in purely real and purely imaginary matrices

— 71— (01 = (0-—1
|cal|cs| cos @ (1 0) i|callcp| cos <1 > :

e Graphical representation of the coherence cgc}, is shown in Figure .

6.4 Basis sets

Usual choices of basis matrices are (C2.7.2):

e Cartesian operators, equal to the operators of spin angular momentum divided by h. In this
text, these matrices are written as .%,, .%,, .Z,, %. In a similar fashion, we write J& = H /h
for Hamiltonians with eigenvalues expressed in units of (angular) frequency, not energy. The
normalization factor v/2 is often omitted (then the basis is still orthogonal, but not orthonor-
mal):
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Figure 6.2: Pictorial representation of the coherence cgc, as a distribution of magnetic moments (black) and as a
magnetization vector (cyan) defining the direction of the transverse polarization.

ﬁfx:%(?é) ﬁg:%(?‘é). (6.4)

e Single-element population

10 00
jQ:jH_jZ:(OO) fgzﬂt—ﬂzz<01> (6.5)
and transition operators
. 01 ) 00
f+:fx+1fy:<00) f_:fw—lfy:<1o>. (6.6)

e A mixed basis
1 10 1 1 0 01 00
] O B ()l (1) I () R

6.5 Liouville - von Neumann equation

In order to describe the evolution of mixed states in time, we must find an equation describing how
elements of the density matrix change in time. Derivation of such equation is nicely described in
C2.2.3 and reviewed in Section [6.7.4] of our text. The result is
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dp i, - - i . i

— =—(pH — Hp)=—-|p,H = ——|H,p 6.8

i p)=+1p Hl = —+[H, ] (6.8)
or in the units of (angular) frequency

S U -

D (gt — ) =ilp, ) = il 4] (6.9
Eqgs. and are known as the Liouwville - von Neumann equation.

The Liouville - von Neumann equation can be solved using techniques of linear algebra. However,
a very simple geometric solution is possible (K7.3, C2.7.3, L11.8) if the Hamiltonian does not change
in time and consists solely of matrices which commute (e.g., .% and .#,, but not ., and .%,).

The evolution of p can be described as a rotation in an abstract three-dimensional operator space
with the dimensions given by .7, .#,, and .#,, as shown in Section An example is given in
Fig. (6.3

If the operator .#;, defining the density matrix p = c.#;, and the operator .#, defining the

Hamiltonian 57 = w.#, satisfy the following commutation relation
75, ] = i, (6.10)

then the density matrix evolves as

p=ct; — cIjcos(wt)+ cI cos(wt) (6.11)

Y

which corresponds to a rotation about .#; in an abstract three-dimensional space defined by the

basis .#;, Z, 9.

Figure 6.3: Evolution of the density matrix p = c¢.#, cos(wt) + c¢.#, cos(wt) under the influence of the Hamiltonian
J = wS, visualized as a rotations in the space of operators .7, .7, .7,.

6.6 (General strategy of analyzing NMR experiments

The Liouville - von Neumann equation is the most important tool in the analysis of evolution of the
spin system during the NMR experiment. The general strategy consists of three steps:

1. Define pat t =0
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2. Describe evolution of p using the relevant Hamiltonians — this is usually done in several steps

3. Calculate the expectation value of the measured quantity (magnetization components in the
z,y plane) according to Eq.

Obviously, the procedure requires knowledge of

1. relation(s) describing the initial state of the system (5(0))
2. all Hamiltonians

3. the operator representing the measurable quantity

In the next section, we start from the end and define first the operator of the measurable quantity.
Then we spend a lot of time defining all necessary Hamiltonians. Finally, we use the knowledge of
the Hamiltonians and basic thermodynamics to describe the initial state.

HOMEWORK

Following Section [6.7.5], and in particular Eq. calculate the density matrix after 25 us, starting
from the state .#, and evolving under the influence of the Hamiltonian J# = wy.#,, where wy =
7 x 10° rad/s.
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6.7 DERIVATIONS

6.7.1 Indistinguishable particles

In classical mechanics, where particles are described by coordinates and momenta, two particles can be always distinguished by tracking
their coordinates. This is not possible in quantum mechanics, where particles are described by wave functions. For example, two electrons
in a hydrogen molecule are indistinguishable, it is not possible to tell which electron ”originally” belonged to which hydrogen atom. This
seemingly innocent quantum mechanical feature has dramatic consequences.

Let us investigate a set of three identical spin-1/2 particles, e.g. electrons. Their state is completely described by a wave function ¥,
which depends on their coordinates and spin degrees of freedom:

W(x1,Y1, 21, Cay, T2, Y2, 22, Cas, T3, Y3, 23, Cag )- (6.12)

The probability density that one particle is in a place and in a spin state described by the coordinates x1,y1, 21, ca;, another one in
a place and in a spin state described by the coordinates x2,y2, 22, Cay, and a third one in a place and in a spin state described by the
coordinates x3,ys, 23, Cag is given by U*¥ = |¥|2:

p=|U(T1,Y1,21,Cars T2,Y2, 22, Cass T3, Y3, 23, Cay )| (6.13)

If the particles are indistinguishable, ¥*¥ = |¥|2 should not be changed by exchanging the particles because we cannot say which
one is which.

p = |W(x1,Y1,21,Cay s T2, Y2, 22, Can, T3, Y3, 23, Caz )|
= |U(22,Y2, 22, Can, T1, Y1, 21, Cay , T3, Y3, 23, Caz )|
This is true only if the amplitude of ¥ is not affected by the exchange. The phase of ¥ can differ, but only in a limited way. If the

exchange x1,y1, 21, Ca; < *2,Y2, 22, Ca, changes ¥ to UelA? then the second exchange x1,y1, 21, Cay < T2,Y2, 22, Ca, must return ¥ to
its original form because we have returned to the initial state:

Veltd (Wemd’) AP = wel?Ad = ¢ = AP = £1. (6.14)

Therefore

W(21,Y1, 21, Car» £2, Y2, 22, Cany T3, Y3, 23, Cag) = £V (2, Y2, 22, Cag, T1,Y1, 21, Cay , T3, Y3, 23, Cag )- (6.15)

The wave functions for spin-1/2 particles always change the sign, they are called antisymmetric, whereas wave functions keeping

the sign upon particle exchange are called symmetric. Note that a possible solution of the Schrodinger’s equation may by a linear

combination of the ”correct” symmetric and antisymmetric wave functions, which is not symmetric or antisymmetric. Then, the symmetric

and antisymmetric wave functions, correctly describing the system, must be recovered by finding appropriate linear combinations of the

?wrong” solutions. For example, if our function ¥ is not symmetric or antisymmetric, we first write all functions obtained by all possible
permutations (exchanges) of the coordinates:

no exchange : :1,'1,yl,zl,col,.’tg,yQ,ZQ,(t(,Z,:Eg,yg,z;:,,cas)

1 exchange : (22,2, 22, Cas, T1,Y1, 21, Cay, T3, Y3, 23, Cag )

1 exchange : W(z1,Y1, 21, Cays &3, Y3, 23, Cag, L2, Y2, 22, Cas )

T2,Y2, 22, Cay, T3, Y3, 23, Cag, T1, Y15 21, Cay )

2 exchanges : ¥ (23,93, 23, Cag, T1, Y1, 21, Cay, L2, Y2, 22, Cay ) (6.16)

W(
W (

1 exchange : W (x3,Y3, 23, Cag, T2, Y2, 22, Cans L1, Y1, 21, Cay )
W(

2 exchanges : ¥(

Then, the sum of all permuted wave functions is symmetric

U =+ —W(21,Y1, 21, Cay s 2, Y2, 22, Cay, L3, Y3, 23, Cag )

,_.S._.
(=)

+ 7‘1/(172«,1,/2-ZZsC<\g7x1sy17zvaul7x37y37Z37Ca3)

+ —W(x3,¥3, 23, Caz, T2, Y2, 22, Cans £1, Y1, 21, Cay )

-5l %

+ 76‘11(1717yl,zl7601,137213,237%3,:227;t/2,ZQ.(:(Q)
1
+ 7\/6‘11(‘7527y27227(:a275537y37Z3:CO¢37I17y17Zl7cal)

1
+ %‘1’(5637113,2370(13,061,y1,-21,cu.,ﬂrz,yzf/:z.,cug) (6.17)
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and the sum of the permuted functions multiplied by (—1)", where n is the number of exchanges, is antisymmetric

1
Ut =+ —W(21,Y1, 21, Cay, 2, Y2, 22, Can, L3, Y3, 23, Caz)

NG

1
7\/6\1}(12ay2«,2275ﬂ2:-7517y17Z1¢Calzx3:y3723>ca3)

1
—=V(x3,y3, 23, Cag, T2, Y2, 22, Cas, £1, Y1, 21, Cay )

V6

1
— —=Y(x1,Y1, 21, Cay , 3, Y3, 23, Cag, L2, Y2, 22, Casy )

V6

1
—=W(x2,Y2, 22, Cay, T3, Y3, 23, Cag, T1, Y1, 21, Cay )

NG

1
+ %\I’(UES,y3723,6a37l‘17yl7Zl¢tfa1,w2~,y2722,8m)~ (6.18)

_l’_

The factor 1/+/6 is a normalization constant, used to obtain |¥$|2 = |¥?|2 = |¥|2. The symmetry of ¥ and antisymmetry of ¥ can
be checked easily. If we switch any pair of particles, the individual contributions ¥ may change. But the exchange of particles changes the
given ¥ to another ¥, which is already present in the sum, with the same sign (in ¥®) or with the opposite sign (in ¥#). Therefore, the
exchange of particles does not change WS and changes all signs in ¥?.

The minus signs in Eq. [6.18] all indistinguishable particles in a system described by an antisymmetric wave must be in different
quantum states (Pauli exclusion principle). E.g., if particles 1 and 2 in our three-particle set are in the same state, i.e., if 1,y1,21,¢cqa; =
T2,¥Y2, 22, Caqy, the lines 1 and 2, 3 and 6, and 4 and 5 in Eq. cancel each other and the final result is ¥ = 0. Consequently, |¥?|2 =0
and the probability of finding the particles anywhere is zero.

Whereas the wave function of a set of indistinguishable particles can change its sign when the particles are exchanged, the Hamiltonian
acting on them must stay the same because the Hamiltonian represents the total energy which does not change if we exchange particles.
And because the evolution of ¥ is given by the Hamiltonian, a symmetric wave function remains symmetric and an antisymmetric wave
function remains antisymmetric during the evolution.

As described in Section @ we usually separate the spatial and spin degrees of freedom:

v = wnon—spin(l’l s Y1,21,22,Y2,22,23,Y3, 23) . wspin(cnl s Cag s Ca3)~ (6-19)

Note that 1pon-spin must be symmetric and vgpi, antisymmetric, to obtain an antisymmetric W.

6.7.2 Separation of variables

Our task is to find when a wave function tspin, depending on degrees of freedom of many spinsﬂ can be treated as a product of wave
functions of individual spins 9spin = D 2 3) | where (1) depends only on the spin degree of freedom of the first nucleus etc.
Such separation works if the Hamiltonian can be written as a sum of operators that act only on individual particles (on magnetic moments
of nuclei in individual molecules):

Hopin = HO + A + 4G (6.20)

ﬁspinwspm — (f[(l) +H®D L HG 4 )¢(1) .1/,(2) .w(3) = ¢(2) .w(3) L. .]f[(1>,¢,(1) +¢(1) .w(?’) L. ,121(2)1/)(2) +’¢1(1) '¢’<2) . “H(a)w(3) T
Let us assume (see Section (6.21)
Hepinbspin = EspintPspin- (6.22)

Then, dividing ¥gpin to the product D (@) pB) | results in

f{spmwspin — 7,!1(2) .w(S) e ﬁ(1)¢(1) + ¢(1) .¢(3) e ﬁ(2)¢(2) 4 1/,(1) .1/,(2) e ﬁ(3)¢(3) 4= gspin¢(1) .1/,(2) .1/,(3) o (6.23)

If we divide both sides by ¢gpin = (1) - ) . G)

A g G e)
20 T T e

= Espin- (6.24)

5We are now interested in the spin degrees of freedom, but the same arguments can be applied to any variables.
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The right-hand side is the constant £pin. Therefore, all terms H(j)w<ﬂ'>/¢(ﬂ'> must be constant if the equation is true for all values of
the spin degrees of freedom of all nuclei:

Fr(1) (1 7(2).,(2 77(3) (3
HD @) _ e H® (32 _ @ H®yG) _e®

@) ’ »(2) ’ »(3) ’

= AWy = gy, A2 = £@y(2) A®yp3) = £B)y(3)
=M L@ LB L. = Espin- (6.25)

If the nuclei are indistinguishable (see Section , all equations ﬁ](]’)w(j) = £@WyU) and the superscripts can be omitted
Hip = . (6.26)

Nuclear magnetic moments in all molecules are now described by the same spin wave function ¢ and by the same Hamiltonian H with
eigenvalues £; and eigenfunctions ;. For example, we have shown (Section [5.4) that the Hamiltonian representing energy of a magnetic
moment in a vertical magnetic field described by ]§0 is

YBoh (1 0\ _ h(10
T (071)*”}5(071)’ (6.27)

its eigenfunctions are (after separation from the wave functions describing the dependence on z,y, z) the vectors
1 0

Boh h Boh h
_’YTO:—'_WOg:ga, +,Y20 :—woizgﬁ» (6-29)

and its eigenvalues are

respectively. This Hamiltonian and its eigenfunctions can be used to describe all nuclear magnetic moments of a macroscopic sample
if all consequences of interactions of individual magnetic moments can be described by modifying only the values £, & to some &, Eé

actually, only the energy differences £ — an - are relevant). Such modification may account for the shielding magnetic fields
11 ly th diff E &z and &l Sé 1 Such dificati for the shieldi ic field

by electrons, variation of the external field BQ etc. The modification should be general, i.e., we should be able to use a single expression
for &, — &€ é of any magnetic moment in the sample.

6.7.3 Phases and coherences

The coherence cgc¥, with the amplitude |cq||cg| and with a phase ® describes the transverse polarization of magnetic moments. In order
to analyze coherences explicitly, we use an eigenfunction of the operator representing angular momentum pointing in a general direction,
described by angles ¥ (declination) and ¢ (azimuth), introduced in Section [5.7.7} The eigenfunction (cf. Eq. is the following linear
combination (superposition) of the a and S eigenstates of I.:

9, _i¥%d
COS =€ 2 C, ;
195, 05) = ( ] ) N ( a”) = Ca,jla) +cp ;1) (6.30)

. i .
sin 197‘76"'_17 CB.j

If states of all magnetic moments in our ensemble are described by an eigenfunction of this form, the density matrix element cgc}, is
— 9 9 . 11—
cgck, = cos —sin —eti¥ = —sinYetie. (6.31)
2 2 2
If the distributions of the angles ¥ and ¢ are independent,
[ DU —
cgch, = 551n19 -etiv, (6.32)

What is the physical interpretation of such density matrix elements? If the phase ¢ is the same for all magnetic moments of the
ensemble (it is never true in reality), the direction of the transverse polarization is given by M; = |M|cose and M, = |M | |sine.
E.g., ¢ = 0 describes polarization of magnetic moments in the z direction, ¢ = /2 describes polarization of magnetic moments in the y
direction, etc.

What defines the values of ¢; in real samples? In Section@ we analyzed how the phases of the co and cg coefficients evolve in a

magnetic field described by the Hamiltonian H = 7,},301‘2 = wol,. We have found (Egs. [5.152H5.153) that the phases of both coefficients
rotate with the frequencies given by the eigenvalues of the Hamiltonian (£, and £g):
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;1Bo ¥ _;et=0) .vBg ¥ _et=0) _.wg ¥ _e(t=0) | . Ea
calt) =cat=0)eT"2 t=cos—e 7 2z el 2z t=cos—e T 2 e l2t=cos—e i 2z efiFE? (6.33)
2 2 2
- vBo ¥ L e(=0) _.vBg ¢ 4 e(t=0) | .wg Y L e=0) _.f8
cg(t) =cg(t=0)e "2 " =sin—et " 3 e 172 '=sin—e" 2 e 2f=sin—et 2 e H? (6.34)
B B 2 2

where we have used the explicit forms of co(t = 0) and cg(t = 0) for |9, ¢), (cf. Eq.[5.147). Note that the evolution in the magnetic

field By changes only the azimuth ¢, not the declination 9.
If all magnetic moments experience the same magnetic field Bo, the coherence cgc}, evolves as

JE— 1l— —— .
chch, = sind etiP(i=0) oot (6.35)

i.e., all azimuths ¢; evolve with the same angular frequency wg.

We have described the evolution of the coherence, but we have not yet specified what defines the distributions of ¥; and ¢;(t = 0),
determining cgc}, at t =0, i.e., %sinﬁ etip(t=0)  The general answer is that the magnetic field felt by the magnetic moments determines
the statistical distribution of ¥; and ¢;(t = 0). A quantitative analysis of various magnetic fields (the external static field By, the influence

of the electrons, the field of the applied radio waves éo) is presented in the next lecture At this moment, we only comment two results
that are derived in the next lecture.

The first example is an equilibrium ensemble of magnetic moments in ]§0. At the thermodynamic equilibrium, there is no preferred
azimuth of magnetic moments in the vertical field éo. Therefore, the state of the system is an incoherent superposition of the eigenstates

o and B with eti¥(*=0) = 0 and consequently cgck = 0.

The second example is an ensemble of magnetic moments in By after applying a radio-wave pulse that rotated the bulk magnetization
to the direction y (cf. Figure|l.4). In such a case, My = |[M|cos® = 0 and M, = |M|sin® = |M]|, telling us that & = 7/2 immediately
after the pulse. Then, the phase factor starts to rotate with the frequency wg = —vBy:

el® — oFip — otip(t=0) gHiwot _ oiF Hwot _ i(F+wot) (6.36)
Now only the magnitude %sinﬁ remains to be specified. In the next lecture, we derive (i) that the magnitude of the transverse
polarization after the pulse is equal to the longitudinal polarization before the pulse and (ii) that the longitudinal polarization at the
equilibrium is defined by a statistical relation resembling the Boltzmann’s law of classical statistical mechanics.

6.7.4 From Schrodinger to Liouville - von Neumann equation

We start with the Schrodinger equation for a single spin in the matrix representation:

., d Ca _ Hoz,cx Ha,ﬁ Ca _ Hoz,acoz + Ha,BCB
ih— = = . (6.37)
dt \ ¢ Hp,o Hpp ) \ ¢ Hg,aca + Hg,pcp
Note that the Hamiltonian matrix is written in a general form, the basis functions are not necessarily eigenfunctions of the operator.
However, the matrix must be Hermitian, i.e., Hj = H}} It
H,p= HE,Q Hg = H;’ﬁ. (6.38)

If we multiply Eq. by the basis functions from left, we obtained the differential equations for ¢ and cg (because the basis functions
are orthonormal):

d d
(L0)in (2;) = ih% = Ho aCa + Ha pcp (6.39)
.d /e .. deg
(0 Dy <ﬁ) = ih—~ = Hp.aca + Hp,gc5. (6.40)
In general,
dC}c i
e S e (6.41)
l

and its complex conjugate (using Eq. [6.38) is

7Setting the beginning of the time scale is somewhat tricky. Therefore we start the analysis by defining the elements of the density
matrix (the distribution of ¥; and ;) for a stationary macroscopic state, when the density matrix does not depend on time. Then we can
start to vary the magnetic fields and count the time from the first applied change.
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def i i

k * * *
— = 4= H; ¢ =+— Hj e 6.42
& - El 1€l 5 El 1,kC] (6.42)
Elements of the density matrix consist of the products c;jcy. Therefore, we must calculate

d(cjcy) dej; dc; i i
—2 kL — ¢, o= ==Y Hygcjef — =Y Hjcch. 6.43
dt R T (643)

For multiple nuclei with the same basis,

d(cjacy ; et o+ 00) deg; 4 dej 1 dcj, 5 decj 2
1%+ €26, e R I SR o' 6.44
dt (T k17 2Ty k27 (6.44)
i i
=3 D Hin(ejuciy +ejacis+-o0) = 5 D Hjuleachy +eochy ). (6.45)
] "
Note that
D (eiacii+cjacio - VHk =N pjiHik (6.46)
) )
is the j, k element of the product Nﬁﬁ, and
> Hji(eachy +cacia+)=N> Hjipk (6.47)
] 7

is the j, k element of the product NH,&. Therefore, we can write the equation of motion for the whole density matrix as

dp i, A i
*p_*(PH*HP)Z%

T 6, 1) = — [, (6.48)

6.7.5 Rotation in operator space

Let us look at an exampleEl for # = eIt +wo Sz and p = co Ip + cy Iy + 2 I + ct Iy
Let us first evaluate the commutators from the Liouville - von Neumann equation:
# is proportional to a unit matrix = it must commute with all matrices:

[ft7jj]:0 (j:CC,y7Z,t) (649)

Commutators of .7, are given by the definition of angular momentum operators (Eqgs. [4.32H4.35)):

[Z2, I = [ I, F] =0 [, Io] =19y (A, Iy = —iI,. (6.50)
Let us write the Liouville - von Neumann equation with the evaluated commutators:

des
S et S+

d. de. dey
dt dt

T 7, + Eﬂt =i (—lwoce Sy + iwocy Lz ) - (6.51)

Written in a matrix representation (noticing that c. and c¢; do not evolve because the ¢, .7, and c¢;.#; components of the density matrix
commute with both matrices constituting the Hamiltonian),

dez 1 (01 | dey 1 (0 —i 3 1/0—i 1/01
Ta(10) @3 (§7) rorommeg (77) e (). (©52)
1( 0 de 1 0 —i%w i/ 0 —woe 1/ 0 iwe
z dt it dt P z Z 0Cy
(s ) v 3 (it 7 ) roroms (0 78 5 (o ) 59
Adding the matrices,
d(cg —icy) .
0 ——— . 0 —(ce —1icy)
d — T Y
<d(CTd+w/> 0 )_lwo(chricy 0 ) (6.54)
T

8Various Hamiltonians encountered in NMR spectroscopy are discussed in the next lectures. At this moment, take 5% = ;% + wo2>
just as an example.
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This corresponds to a set of two differential equations

dlen —i
% = —iwo(cz — icy) (6.55)
d(cz +ic . .
% = +iwo(cz +icy) (6.56)
with the same structure as Eqs. m and m The solution is
e —icy = (cz(0) — icy (0))e™ w0t = ¢pe~i(wot+eo) (6.57)
co +iey = (cz(0) +icy (0))eT0! = ¢oeti(wott0) (6.58)

with the amplitude cg and phase ¢g given by the initial conditions. It corresponds to

co cos(wot + ¢Po) (6.59)
co sin(wot + ¢o). (6.60)

Cx

Cy

We see that coefficients cz, ¢y, ¢ play the same roles as coordinates ry, 7y, 7> in Eqgs. [4.98H4.100} respectively, and operators ., %y,
Z, play the same role as unit vectors 7, 7, l;, defining directions of the axes of the Cartesian coordinate system. Therefore, evolution of g in
our case can be described as a rotation of a three-dimensional vector consisting of the elements cz, ¢y, c. in an abstract three-dimensional
space defined by .7, %y, and .#,. In our case, if ¢ = 0, then p(0) = co Iz + ¢z &= + ¢tF; and it evolves as

co Iz + ez Iz + ct Iy — co I cos(wot) + co Iy sin(wot) + ¢z I + ¢ It (6.61)



Lecture 7
Chemical shift, one-pulse experiment

Literature: The general strategy is clearly outlined in C2.4, Hamiltonians discussed in L8, thermal
equilibrium in L11.3, C2.4.1, K6.8.6, relaxation due to the chemical shift in C5.4.4, K9.10 (very
briefly, the quantum approach to relaxation is usually introduced using dipole-dipole interactions as
an example). The one-pulse experiment is analyzed in K7.2.1, L11.11 and L11.12.

7.1 Operator of the observed quantity

The quantity observed in the NMR experiment is the bulk magnetization M , i.e., the sum of magnetic
moments of all nuclei divided by volume of the sample, assuming isotropic distribution of the nuclei in
the sample. Technically, we observe oscillations in the plane perpendicular to the homogeneous field
of the magnet By. The associated oscillations of the magnetic fields of nuclei induce electromotive
force in the detector coil, as described by Eq. . Since a complex signal is usually recorded (see
Section , the operator of complex magnetization M, = M, +iM, is used (M_ = M, —iM,, can
be used as well).

M+ :N'Y(fz +ify> :N’Yﬁm (7.1)

where N is the number of nuclei in the sample per unit volume.

7.2 Hamiltonian of the static field éo

We already defined the Hamiltonian of the static homogeneous magnetic field By, following the
classical description of energy of a magnetic moment in a magnetic field (Eq. . Since By defines
direction of the z axis,

HO,lab = _VBOIAZ' (72)

7.3 Hamiltonian of the radio-frequency field B

The oscillating magnetic field of radio waves irradiating the sample is usually approximated by a
magnetic field B; rotating with the frequency of the radio waves wyaqio, and the evolution of the
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density matrix is described in a coordinate frame rotating with the opposite angular frequency
Wrot = —Wradio, as described in Section [1.5.2] The x axis of the rotating coordinate frame is defined
by the direction of the B; vector. The phase ¢, of this vector is given by the convention described
in Section [[L5.21

In the rotating coordinate system, frequency of the rotation of the coordinate framdl|is subtracted
from the precession frequency and the difference €2 = wy — wyor = —7By — wrot 1S the frequency offset
defining the evolution in the rotating frame in the absence of other fields:

In the absence of other fields than EO:

[:—’O,rot = <_/YBO - Wrot)jz = sz (73)
During irradiation by the radio wave:

Ifllyrot = (—vBy — wmt)fz — ’yBlfm = QI +wl,. (7.4)

As the radio frequency wyagio (and consequently w,.) should be close to the precession frequency
of the magnetic moments of the observed nuclei, we can assume |Q| < |yBy|. If the radio frequency
is very close to the resonance, —vBy & wyet, ) < wy, and the fz component of the Hamiltonian can
be neglected.

The above description is sufficient for a one-dimensional experiment, discussed in this lecture.
However, radio waves are applied in several pulses in many NMR experiments. During different
pulses, the phase of the radio waves is often shifted. In such a case, it is the phase of the first pulse
which defines the x axis of the rotating coordinate frame. In order to be able to analyze the multiple
radio pulses later in our course, we now also describe the form of a Hamiltonian of the magnetic field
affecting the magnetic moments during irradiation by a wave shifted by 7/2 from the phase of the
first pulse:

Hl,rot = (_730 - wrot)fz - P)/Blfy = Qiz + wlfy- (75)

Note that such a radio wave (phase shifted by 7/2 from the first pulse) defines the direction of
the y axis of the rotating frame. Therefore, a pulse of such a wave is referred to as a y-pulse. In a
similar manner, we describe pulses of waves shifted by 7 or 37/2 as —z or —y pulses, respectively.

7.4 Hamiltonian of chemical shift

In addition to the external field, magnetic moments are also influenced by magnetic fields of electrons
in the molecules. In order to describe our ensemble of spin magnetic moments by a 2 x 2 density
matrix, the interactions with the electrons must modify only eigenvalues, not eigenfunctions of the
already introduced Hamiltonians. The concept of the chemical shift tensor, introduced during our
classical treatment of the magnetic fields of moving electrons in Section [I.4], allows us to include
the chemical shift into the already defined Hamiltonians without changing their eigenfunctions. The
values of pi, f1,, and p, in the classical equations are simply replaced by the operators fx, fy, and I,

!Formally opposite to wradio-
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Hs = —~y(I,Bey + I,Boy + I.B..) = —(I, I, I.)

A (Szz 5my 6wz BO,z I~ .
— (I, I, 1) | Oye Opy 6y | | Bow | = =716 Bo. (7.6)
6,2&: 5zy 52’2 BO,Z

As we have also learnt in Section [I.4] we can decompose the chemical shift tensor § into isotropic,
axially symmetric and asymmetric (rhombic) components. The corresponding decomposition of the
chemical shift Hamiltonian to 1'—:[5,1, fI&m and I:L;,r is presented in Section [7.10.1, The complete
Hamiltonian of a magnetic moment of a nucleus not interacting with magnetic moments of other
nuclei in the presence of the static field By but in the absence of the radio waves is given by

]:] = ]:.Io,lab + H&,i + ]:]573 + ]:L;,r. (7.7)
If we insert the explicit forms of ]:-’5,17 I:I(;’a, and ]:1(57]r (Section [7.10.1)) to Eq. , the Hamiltonian

including the chemical shift becomes very complicated. Fortunately, it can be simplified in many
cases, as we show in the following sections.

7.5 Secular approximation and averaging

e The components of the induced fields B, , and B, , are perpendicular to éo. The contributions
of PAL;,i are constant and the contributions of I:I(;’a and f{(;,r fluctuate with the molecular motions
changing values of ¢, 9, and x. Since the molecular motions do not resonate (in general) with
the precession frequency —v By, the components Bew]; and Beyyfy of the Hamiltonian oscillate
rapidly with a frequency close to —v By in the rotating coordinate frame. These oscillations are
much faster than the precession about B, , and B, , (because the field Eo is much larger than ée)
and effectively average to zero on the timescale longer than 1/(vBy) (typically nanoseconds).
Therefore, the Be@fm and Beﬁyfy terms can be neglected if the effects on the longer timescales are
studied. Such a simplification is known as secular appmximation.ﬂ The secular approximation
simplifies the Hamiltonian to

H= —vBo(14 6 + (3 cos® ) — 1), + cos(2x) sin’ 195r)jz (7.8)

TIn terms of quantum mechanics, eigenfunctions of B, 1L, and B, yI differ from the eigenfunctions of HO lab ()
and |B)). Therefore, the matrix representation of B, TI and B, yI contains off-diagonal elements. Terms proportional
to I, represent so-called secular part of the Hamiltonian, which does not change the |a) and |3) states (because they
are eigenfunctions of I,). Terms proportional to I, and I, are non-secular because they change the |a) and |3)
states (|a) and |B) are not eigenfunctions of I, or I,). Hovvever7 cigenvalues of Be I, and B, ,I,, defining the off-
diagonal elements, are much smaller than the eigenvalues of ffo,lab (because the field Be is much smaller than BO)
Secular approximation represents neglecting such small off-diagonal elements in the matrix representation of the total
Hamiltonian and keeping only the diagonal secular terms.
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e If the sample is an isotropic liquid, averaging over all molecules of the sample further simplifies
the Hamiltonian. As no orientation of the molecule is preferred, all values of y are equally
probable and independent of . Therefore, the last term in Eq. is averaged to zero.
Moreover, average values of a2 = cos? psin® ¥, of a2 = sin® psin®* ¥, and of a2 = cos® ) must be
the same because none of the directions z, y, z is preferred. The consequence has been already
discussed when we described relaxation classically (Eq. in Sectionlm: (3cos?y —1) =0
and the anisotropic and rhombic contributions can be neglected.

The Hamiltonian describing the effects of the static external magnetic field and coherent effects
of the electrons in isotropic liquids reduces to

H = —yBy(1+&)I.. (7.9)

Note that the described simplifications can be used only if they are applicable. Eq. is valid
only in isotropic liquids, not in liquid crystals, stretched gels, polycrystalline powders, monocrystals,
etc.! Moreover, Eq. does not describe relaxation processes, as discussed in Section [7.7}

7.6 Thermal equilibrium as the initial state

Knowledge of the Hamiltonian allows us to derive the density matrix at the beginning of the ex-
periment. Usually, we start from the thermal equilibrium. If the equilibrium is achieved, phases of
individual magnetic moments are random and the magnetic moments precess incoherently. There-
fore, the off-diagonal elements (coherences) of the equilibrium density matrix (proportional to .7,
and .#,) are equal to zero. Values of the diagonal elements (populations) are derived in Section
and the complete equilibrium density matrix is

1 ’yBoh

. 5+ 0 1/10 vyBoh (1 0
peq — 2 4ksT B — ( ) 4+ — ( ) B % + /{jz, (710)

< 01—z ) =32\01) " apr L0

where
’}/Boh

= ) 11
=T (7.11)

Note that we derived the quantum description of a mized state. The difference in two diagonal
elements (populations) of the density matrix describes longitudinal polarization of the magnetic
moments (their sum is equal to one by definition). Populations do not tell us anything about
microscopic states of individual magnetic moments. The two-dimensional density matrix does not
imply that all magnetic moments are in one of two eigenstates!

7.7 Relaxation due to chemical shift anisotropy

The simplified Eq. does not describe the effects of fast fluctuations, resulting in relaxation. In
order to derive quantum description of relaxation caused by the chemical shift, the Liouville - von
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Neumann equation must be solved for the complete Hamiltonian including the axial and rhombic
contributions. Bloch, Wangsness, and Redfield developed a theory, described in Section that
treats the magnetic moments quantum mechanically and their molecular surroundings classically.ﬁ
The theory provides the same definitions of the rate constants describing relaxation due to chemical
shift anisotropy as we derived classically in Section [2.6.1, The constant R; is

R1 = Zb2 (%J(WO) + lJ(—wg)> ~ §b2J(u)0) (712)

What is the physical interpretation of the obtained equation? Relaxation of M, is given by the
correlation functions (¢+(0)c= () and ¢=(0)c*(¢) discussed in Section [7.10.3 m ) describing fluctuations
of the components of the chemical shift tensor perpendicular to By (a, and a,). Such fluctuating

fields resemble the radio waves with B; L By. If the frequency of such fluctuations matches the
precession frequency wy, the resonance condition is fulfilled and, for a short time (comparable to the
frequency of molecular collisions) when a fluctuation accidentally resonates with wy, the —yBevx_fx
and/or —'waIAy components of the chemical shift Hamiltonian are not completely removed by the
secular approximation. In analogy to Eq. the ., component of 5 (and consequently (M. ))
slightly changes due to —VBe,sz and/or —yBe’zfy.

If the molecular motions are assumed to be completely random and independent of the distribution
of magnetic moments, M, is expected to decay to zero, which does not happen in reality. If the
coupling between molecular motions and magnetic moment distribution is described correctly by
the quantum theory (see footnote 3], a correlation function is obtained that describes correctly the
return of p to its equilibrium form/*| This drives the system back to the equilibrium distribution of
magnetic moments.

The constant R, is also described exactly like when derived classically:

1 3 1

What is the physical interpretation of the obtained equation? Two terms in Eq. describe
two processes contributing to the relaxation of M, . The first one is the loss of coherence with the
rate Ry, given by the correlation function ¢#(0)c?(¢) and describing fluctuations of the components
of the chemical shift tensor parallel with By (a.). This contribution was analyzed in Sectionm
using the classical approach. The second contribution is due to fluctuations of the components of the
chemical shift tensor perpendicular to BO (a, and a,), returning the magnetization vector M to its
direction in the thermodynamic equilibrium. These fluctuations renew the equilibrium value of M.,
as described above, but also make the M, and M, components to disappear. Note however, that
only one correlation function (¢*(0)c=(t)) contributes to the relaxation of M., while both ¢*(0)c=(¢)
and ¢=(0)ct(t) contribute to the relaxation of M,. Therefore only R;/2, not Ry, contributes to R.
If we defined R, as a relaxation rate of M_, only ¢=(0)ct(t) would contribute

3The surroundings can be also treated quantum mechanically, as described in Abragam: The principles of nuclear
magnetism, Oxford Press 1961, Chapter VIII, Section I1.D.

Tt can be described as J(wg) = e~ "0/ksT J(—y). In the semi-classical Bloch-Wangsness-Redfield theory, this is
taken into account by working with Ap and (AM,) instead of p and (M,).

SFluctuations with frequency +wy affect M, and fluctuations with frequency —wq affect M_, but both affect M., .
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7.8 Omne-pulse experiment

Having the initial form of the density matrix, the Hamiltonians, and the operator of the measured
quantity, we can proceed and describe a real NMR experiment for a sample consisting of isolated
magnetic moments (not interacting with each other). The basic NMR experiment consists of two
parts. In the first part, the radio-wave transmitter is switched on for a short time, needed to rotate
the magnetization to the plane perpendicular to the magnetic filed EO. Such application of the radio
wave is called ezcitation pulse. In the second part, the radio-wave transmitter is switched off but the
receiver is switched on in order to detect rotation of the magnetization vector about the direction of
Eo. We start by describing the density matrix before the experiment, then we analyze evolution of
the density matrix during these two periods, evaluate the relaxation rate, and finally we calculate
the magnetization contributing to the detected signal.

7.8.1 Part 1: excitation by radio wave pulses

At the beginning of the experiment, the density matrix describes thermal equilibrium (Eq. [7.10):

H0) = 5, + k.S (7.14)

The Hamiltonian governing evolution of the system during the first part of the experiment consists
of coherent and fluctuating terms. The fluctuating contributions result in relazation, described by
the relaxation rates R; and Ry. The coherent contributions include

H = —yBy(1+ 6)F, — yBi(1 + &) cos(wrott) Lz — YB1(1 + 0;) sin(wyort) Hy, (7.15)
where the choice of the directions x and y is given by the cos(wyoit) and sin(wyet) terms.
The Hamiltonian simplifies in a coordinate system rotating with w,o; = —Wradio
H = S_VBO(l +6) — wrotzjz + £—VB1(1 + 5i)ljx, (7.16)
3 w1

but it still contains non-commuting terms (%, vs. .#,). Let us check what can be neglected to
keep only commuting terms, which allows us to solve the Liouville - von Neumann equation using
the simple geometric approach.

e The value of w; defines how much of the magnetization is rotated to the x,y plane. The
maximum effect is obtained for wyr, = /2, where 7, is the length of the radio-wave pulse.
Typical values of 7, for proton are approximately 10 us, corresponding to frequency of rotation
of 25kHz (90° rotation in 10 us corresponds to 40 us for a full circle, 1/40 us = 25kHz).

Alternatively, we could define R, as a relaxation rate of M, or M,. Fluctuations of the B., component affect M,
but not M,, while fluctuations of the B, ; component affect M, but not M. On the other hand, both fluctuations of
B, and B, , affect M,. Working with M, M_ or M,, My, the relaxation of M, due to B, and B, , is always twice
faster.
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e Typical values of R; are 107's7! to 10°s~! and typical values of R, are 10~'s~! to 10?s~! for
protons in organic molecules and biomacromolecules. Therefore, effects of relaxations can be
safely neglected during 7.

e When observing a single type of proton (or other nucleus), €2 can be set to zero by the choice of
Wradio- However, variation of ) is what we observe in real samples, containing protons (or other
nuclei) with various ;. The typical range of proton §; is 10 ppm, corresponding to 5kHz at a
500 MHz spectrometer.ﬁ The carrier frequency wiaqio is often set to the precession frequency of
the solvent. In the case of water, it is roughly in the middle of the spectrum (4.7 ppm at pH
7). So, we need to cover £2.5kHz. We see that |Q] < |wi|, but the ratio is only 10 % at the
edge of the spectrum.

In summary, we see that we can safely ignore fluctuating contributions, but we must be careful
when neglecting 0.#,. The latter approximation allows us to use the geometric solution of the
Liouville - von Neumann equation, but is definitely not perfect for larger €2 resulting in offset effects.

Using the simplified Hamiltonian ¢ = w;.%,, evolution of p during 7, can be described as a
rotation about the ”.#, axis”:

p(0) = A + kI, — p(1p) = F + k(I cos(wTy) — Fysin(wiTy) ). (7.17)

For a 90° pulse,

p1) = Ty = 5., (7.18)

7.8.2 Part 2: evolution of chemical shift after excitation

After switching off the transmitter, w;.%, disappears from the Hamiltonian, which now contains only
commuting terms. On the other hand, signal is typically acquired for a relatively long time (0.1s to
10s) to achieve a good frequency resolution. Therefore, the relaxation effects cannot be neglected.

The coherent evolution can be described as a rotation about the 7.7, axis” with the angular
frequency 2

p(t) = S + k(—F, cos(QUt) + &, sin(2)). (7.19)

The measured quantity M, can be expressed as (Eq.
(M) = Te{p(t) M.} = NyATe{(F; + (=7, cos(Qt) + 7, sin(Qt)).7, } (7.20)
= NART{( S I} — Nyhr cos(Qt) Te{ 5,7, } + Nyhe cos(Qt) Tr{ 7,7, }. (7.21)

The final expression includes the following three traces:

6Chosen as a compromise here: spectra of small molecules are usually recored at 300 MHz-500 MHz, while spectra
of biomacromolecules are recorded at < 500 MHz.
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As mentioned above, relaxation effects should be taken into account when analyzing acquisition
of the NMR signal. Including the exponential relaxation term and expressing x

. N’YthBO —Rot

(My) = T e 2% (sin(Qt) — icos(02)). (7.25)
which can be rewritten as
2h23 2h23 . o
(M) = %G_R” (cos <Qt - g) +1isin <Qt - g)) = %e_meme_l% (7.26)

We know that in order to obtain purely Lorentzian (absorption) real component of the spectrum
by Fourier transformation, the signal should evolve as e~ 72t We see that magnetization described
by Eq. is shifted from the ideal signal by a phase of —m/2. However, this is true only if the
evolution starts ezactly at t = 0. In practice, this is impossible to achieve for various technical
reasons (instrumental delays and phase shifts, evolution starts already during 7, etc.). Therefore,
the rotation has an unknown phase shift ¢ (including the 7/2 shift among other contributions),
which is removed by an empirical correction during signal processing (corresponding to multiplying
Eq. by €l™/2). Tt tells us that we can ignore the phase shift and write the phase-corrected signal
as

N~*n*B - N~*W2B, .
(M) = ﬁe_&t(cos(&)ﬂ +1isin(Q)) = ﬁe_melm.
Knowing the expected magnetization, we can try to describe the one-dimensional NMR spectrum
quantitatively. Factors that should be taken into account are listed and analyzed in Section [7.10.4]
The analysis shows that the signal-to-noise ratio is proportional to 7°/ 2B§/ * and further influenced

by relaxation, that strongly depends on the temperature.

(7.27)

7.9 Conclusions
In general, the analysis of an ideal one-pulse experiment leads to the following conclusions:

e The analysis of a one-pulse NMR experiment shows that the density matrix evolves as

p(t) o< (S cos(Qt + ¢) + F, sin(2t) + ¢) + terms orthogonal to &, (7.28)
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and that the magnetization rotates during signal acquisition as
(M) = | M et (7.29)
(with some unimportant phase shift which is empirically corrected).

e Fourier transform gives a complex signal proportional to
N72h2BO R2 . w— €
—1i .
4kgT \R2+ (w—Q)2 "R+ (w—0)2

(7.30)

e The cosine modulation of ., can be taken as the real component of the signal and the sine
modulation of .#, can be taken as the imaginary component of the signal:
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After Fourier transformation:
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e The signal-to-noise ratio (without relaxation) is proportional to |y|*/2BS /2 with the optimal

temperature given by relaxation properties (close to room temperatures for proteins in aqueous
solutions).

HOMEWORK

Analyze the One-pulse experiment (Section .
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7.10 DERIVATIONS

7.10.1 Decomposition of chemical shift Hamiltonian

The Hamiltonian of a homogeneous magnetic field aligned with the z-axis of the coordinate frame can be decomposed into

e isotropic contribution, independent of rotation in space:

Hsi = —vBodi(I2) (7.31)

e axial component, dependent on ¢ and ¥:

ﬁ&a = —yBoda(3sind cos 9 cos ply + 3sind cosIsin iy + (3cos? 9 — 1)1)
= —'yBOEa(Saxazfx + 3a,yazfy + (3a§ — l)fz) (7.32)

e rhombic component, dependent on ¢, 9, and x:

H(;’r = —vBopd:( (—(20052 X — 1) sin ¥ cos ¥ cos ¢ + 2 sin x cos x sin ¥ cos ¥ sin gp)fz +
(—(2cos? x — 1) sin ¥ cos ¥ sin ¢ — 2sin x cos x sin ¥ cos ¥ cos zp)fy +
((2cos? x —1)sin? 9) 1)

= vBodr((cos(2x)az — sin(2x)ay)azfm + (cos(2x)ay + sin(2x)a,x)azfy + cos(2x) (a2 — 1)1.)

7.10.2 Density matrix in thermal equilibrium

We use the mixed state approach to define the state of the sample in thermal equilibrium. In the large ensemble of nuclei observed in

NMR, the equilibrium distribution of magnetic moments is such that orientations in the z and y directions are equally probable, and the

orientation in the z direction (defined by the direction of the magnetic induction of the external homogeneous field EO) is slightly favored.
Classically, energy of individual moments depends only on . :

& = —fi; - Bo = —p=,jBo, (7.33)

where j identifies the molecule with the observed nuclear magnetic moment, and the overall energy is > ’ &;.

Quantum mechanically, the ensemble of magnetic moments represents a mixed state and the expected value of the energy is given by
Eq. where (A) = (£) and A = H. Note that Eq. contains an operator (in our case the Hamiltonian) representing the quantity
of interest (in our case the energy) for a single magnetic moment, although we calculate the expected value for the whole ensemble. If

we use eigenfunctions of I, as the basis (the best choice for magnetic moments in the filed with Bo defining the z axis), eigenvalues of

H = —yBo(1 + &)1, are the diagonal elements of the matrix representation of H:

. L h(1 0\ _ [ —vBo(1+6)2 0 (& O
H = —yBo(1+8)1: = —yBo(1+6) (071>_( 0 oyt ) =6 gy ) (7.34)

Eq. in this case has the form

CaCl CaCh S —
(€) =NTr { <cch c;g) (500‘ gﬁ)} =N (cacg Ea +cpch sﬁ) =N (Pa Ea+ P5 &3) . (7.35)
\—/_/ ~
p a

We see that the expected value of the energy of our mixed state is a weighted average of the energies of the a and ( eigenstates of a
single magnetic moment. The off-diagonal elements of g, the populations, play a role of statistical weights in the derived relation. At the
equilibrium, the populations can be evaluated using statistical arguments similar to the Boltzmann law in the classical molecular statistics:

e—Ea/kBT
eq
P = o Ea/haT G o—Ea/FaT (7.36)
—E5/kpT
eq €
Pyt = Ea/knT 4 o Es/RBT (7.37)
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where kg = 1.38064852 x 10723 m2kgs—2 K~ is the Boltzmann constant.

The thermal energy at 0°C is more than 10000 times higher than vBph/2 for the most sensitive nuclei (protons) at spectrometers
with the highest magnetic fields (currently 1.2 GHz). The effect of the chemical shift is four orders of magnitude lower (roughly 10~ 8kgT).
We see that (i) the effect of the chemical shift §; on £, and £ can be safely neglected, and (ii) that the values in the exponents are much
lesser than unity. Therefore, we can approximate the exponential terms by a linear expansion

i730(1+6i)h ’YBOE
e +

BT o] ST (7.38)
and calculate the populations as
_ YBoh YBoh
pea — o FaltaT - A _ o (7.39)
@ e—ga/kBT +67€5/kBT 14+ ~Bgh +1— ~yBoh 2 ) .
2kpT 2kpT
_ yBoh vBoh
pea _ e Es/kBT . 1- zk};T _ 1= QkE(,]T (7.40)
BT o—Ea/kBT 4 ¢—€8/kBT ~— 14 yBoh 4 g _ yBoh = 2 ’ ’
2kgT 2kgT

7.10.3 Bloch-Wangsness-Redfield theory

The Liouville - von Neumann equation describing the relaxing system of magnetic moments interacting with moving electrons in a so-called
interaction frame (corresponding to the rotating coordinate frame in the classical description) has the form

s i )
0 X iEs L+ Hs e A, 7.41
T h[ s,a + Hs o AP (7.41)

where 1:157a and fIg’r are defined by Egs. |7.32] and , respectively, and Ap is a difference (expressed in the interaction frame)
between density matrix at the given time and density matrix in the thermodynamic equilibrium. Writing Ap in the same bases as used
for the Hamiltoninan,

Ap=dils +d. I, +dy Iy e @0t +d_J e wot, (7.42)

If the chemical shift is axially symmetric and its size or shape do not change,

d(dsI; + dy I4elwot 4 d_f_e~iwot . 3 . 3 . R . .
( 21z +dylye = + e ) __Z CZIZ + \/;C+I+elw0t + \/gcil_eil(‘)ot,dzlz +d+I+elw0t + d_[_eflwot , (743)
where fieii“’ot are operators fi = fz + ify in the interaction frame, wg = —yBo(1 + da), and
=_ L 2 I
= 5(3cos 9—-1)=06 (7.44)
+ 3 . - 201 i
¢t =4/ =-sindcosPe ¥ =4/ -O~e"'¥ (7.45)
2 3
_ 3 . +i 2 01 4
¢” =4/ =sindcosde™¥ =4/ -O-eT'¥ (7.46)
2 3

Analogically to the classical analysis, the evolution can be written as

UL = [ (500, s (0, AR (47)
0

The right-hand side can be simplified dramatically by the secular approzimation: all terms with efi¥ot are averaged to zero because

they rapidly oscillate with the angular frequency wg. Only terms with (¢#)2 and c¢tc™ are non zero (both equal to 1/5 at ¢t; = O)

These are the terms with [I, I, Ag]], [I1,[I_,Ap]], and [I_, [I1, Ap]]. Moreover, averaging over all molecules makes all three correlation
functions identical in isotropic liquids: ¢#(0)c?(t) = ¢t (0)c=(t) = ¢~ (0)ct(t) = c(0)c(t).
In order to proceed, the double commutators must be expressed. We start with

., Ix] = [I;, L)) % i[l., Iy = £h(I, £il,) = +hiys (7.48)

"We have factored out 1/3/8 in order to make ctc— = (c?)Z.
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and
[f+,f,] = [fx,fx] - i[ijy] + i[fy,fm] + [fy,fy] = 2hl,. (7.49)

Our goal is to calculate relaxation rates for the expectation values of components parallel (M.) and perpendicular (M4 or M_) to

Boy.
Let us start with M.. According to Eq.[4.9]

(AM.) = Tr{ApM,} (7.50)
where A (M) is the difference from the expectation value of M in equilibrium. The operator of M for one magnetic moment observed

is (Eq.[7.1)
M, = NI, (7.51)

where /\[ is the number of molecules per volume element detected by the spectrometer. Since the basis matrices are orthogonal,
products of I, with the components of the density matrix different from I, are equal to zero and the left-hand side of Eq. reduces to

dd; -
1 7.52
21, (7.52)

when calculating relaxation rate of (M.). In the right-hand side, we need to calculate three double commutators:
[IAZ’[IA27IAZ” =0 [IA-‘rv[f—va” :2h2fz [j—7[f+7jz]] :2h2iz (753)

After substituting into Eq. [7.47]

dd. . - 3, . 3,7 -
m Te{l.I,} =— Zb?/c+(o)c—(t)e'wotdt+ ZI)Q/C—(o)c+(t)e wotqy | d, Te{i,I.} (7.54)
0 0
dA(M. T c_
# _ ZbQ / F(0)e (Deotdt + %zﬁ / e (0YeF (e 0tdt | A(M.) (7.55)
0 0

The relaxation rate Ry for M., known as longitudinal relaxation rate in the literature, is the real part of the expression in the
parentheses

Ry = 262% /c*(O)c* (t)ei“’otdt-‘r/c* (0)ct (t)e~iwotds (7.56)
0

As already discussed in the classical description of relaxation, if the fluctuations are random, they are also stationary: the current
orientation of the molecule is correlated with the orientation in the past in the same manner as it is correlated with the orientation in the
future. Therefore,

o oo 0 o

0/ T {0)o (De“otdt = % 0/ F{0)e (De“otdt + / F 0y (De“otdr | = % / T 0)c (D)ot dt. (7.57)
oo 1 oo 0 1 e}
/c— (0)ct(t)e™wotdt = 5 /c— (0)ct (t)e~wotdt 4 / c=(0)ct(t)e wotdt | = 5 / c=(0)ct(t)eiwotqs, (7.58)
0 0 o o

The right-hand side integrals are identical with the mathematical definition of the Fourier transform of the correlation functions and
real parts of such Fourier transforms are the spectral density functions J(w).
The relaxation rate R; can be therefore written in the same form as derived classically:

Ry = 302 (5 G0) + (-0 )  $075(en) (7.59)

Let us continue with M. According to Eq.
A(My) = (My) = Tr{ApM } (7.60)

The expectation value of M4 in equilibrium is zero, this is why we do not need to calculate the difference for (M4 ) and why we did
not calculate the difference in the classical analysis.
The operator of My for one magnetic moment observed is

My = N~yly = Ny(Ip +ily). (7.61)
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Due to the orthogonality of basis matrices, the left-hand side of Eq. @ reduces to
dd4 »
— T I elwot 7.62
el (7.62)
when calculating relaxation rate of A(M4) = (My). In the right-hand side, we need to calculate three double commutators:
(Lo (Lo, L)) = PP (L4, [T, D)) =200y (1=, 14, 1] = 0. (7.63)
After substituting into Eq. m

oo oo
dds . T .
T:Tr{f,u}: — | v? / 0)c?(t)dt + b2 / c=(t)e!wotdt | dyTr{I_1I+} (7.64)
M R T
<dt+> S / FO)e e+ 202 / ) @e“otdt | (Ms) (7.65)
0 0

The relaxation rate Ra for My, known as transverse relazation rate in the literature, is the real part of the expression in the
parentheses.

Ry = b2/cz(o)cz(t)dt+§}e zb2/0+(0)c—(t)ei‘”0tdt . (7.66)
0

Note that the first integral in @ is a real number, equal to Rg derived by the classical analysis.
Using the same arguments as for M,

1 3 1
Ry = b2 (gJ(O) + gJ(wo)) ~ Ro + 5R1. (7.67)

7.10.4 Spectrum and signal-to-noise ratio

In order to describe the one-dimensional NMR spectrum quantitatively, we need to know

1. how is the detected signal related to the magnetization. Here, we analyze a simple experimental setup with a detector coil
perpendicular to the external field, and sufficiently far from the sample. In this case, the voltage induced in the coil is described

by Eq. [55] (Section [0.1.5]).

2. how is the noise defined. Here, we assume that the major source of the noise are the thermal motions of electrons in the detector
circuit (we neglect e.g. thermal motions of charges in the sample). We use a fundamental result of statistical mechanics showing
that the thermal energy is kg7, where R is the resistance, kp is the Boltzmann’s constant and 7' is the temperature. As a
consequence, the noise power is kgTAf and the mean square of the voltage variance is (Ur?Olse) = ARkgTAf, where R is the

resistance and Af is the frequency bandwidth of the detector (the range of frequencies actually detected).

3. how is the time-dependent signal converted to a frequency spectrum. Here, the answer is described in Chapter [2.6.3] the most
important step is the Fourier transformation.

According Eq. 58] describing the voltage induced in the detector coil in our setup, the amplitude of the induced voltage is

Ko 2n|p|S
[Uinduced| = ~— ’rl_ |

7.68
B0 2 Lol (7.68)

where po is the magnetic permeability of vacuum, r is the coil from the measured sampleﬁ n and S are the number of turns and the
cross-section area of the coil. The amplitude of the magnetic moment p, rotating with the frequency wo, is equal to the amplitude of the
transverse magnetization of the sample, multiplied by the volume sensed by the detector coil. Eq. m derived in Section @tells us that
the expected value of the magnetization rotating in the plane perpendicular to Bo is (in the laboratory coordinate frame)

h=B 2p2 B
(M) = N2ZH Bo e~ T2t (cos(wot) + isin(wot)) = M —Rot giwot

(7.69)
4kgT 4kpT

We start our analysis ignoring the relaxation factor e~ 2*. In such a case,

8We assume that this distance is large, which is not true in NMR spectrometers, but later we include the distance in a general parameter
defining the geometry.
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1o 2nS N~2h2 By
IUinduCedI = 3 T
4 7 4kpT

_ po 2nS N~2h2 By
T 4m 3 4kpT

; , (7.70)

po (h\? 2nS N|y|>B3
lwol = —

v1Bo =1 B kpT

where N is the number of magnetic moments in the volume sensed by the receiver coil.

As described in Section the coil (serving both as transmitter and receiver coil) is a part of an LC circuit, acting as a resonator.
If the capacitor Cp, wired in parallel with the coil, is tuned to the resonance frequency wg = LC, than it accumulates the energy given
by %LIQ, where I is the current induced in the coil. On the other hand, the circuit has also some resistance R, and therefore it dissipates
a part of the energy as the Joule heat. Balance of the energy accumulation and dissipation is described by the quality factor @, defined as

1772
energy stored sLI

Q = |wol = |wo| F—— = lwo|L/R. (7.71)
power loss sRI

The amplitude of the voltage actually measured across the coil terminals is

2\ 2 2nQS N|v|?> B2
) nQS NI"By (7.72)

Ho
U, — olU: _ Mo (h
| measuredl Q' mduced' A (2 3 kpT
Now, we move from the signal amplitude to the frequency spectrum and reintroduce relaxation. We derived in Section (ct.
Eq. [3.5) that the height of a peak obtained by Fourier transformation of a signal with an amplitude A depends on the relaxation rate Ra
and on the acquisition time tmax as

Vinax = A (7.73)

1— e*R‘Ztmax o (h)2 QRQS Nl—y|3Bg 1— e*R2tmax
3 .

Ry Tar\2) 3 kpT Ry
From the practical point of view, it is not important how large is the detected signal (the measured voltage can be amplified or

attenuated if needed). The sensitivity of the measurement is given by the signal-to-noise ratio. Therefore, we also need to calculate the
noise in the spectrum. As mentioned above,

Aw

(U2ise) = ARkRTAf = ARkpT 5 (7.74)
us

oise>

As the noise voltage fluctuates stochastically, we can describe its correlation function in a similar manner as we described it for the
magnetic moment fluctuations in Sections and [2.6.3] i.e. as (Unoise(0) Unoise(t)), and calculate also the corresponding spectral density
function:

oo

JU(W) = / <Unoise(0) Unoise(t»eiiundt (775)

— 00
The inverse Fourier transformation allows us to calculate

(oo}

1 )
(Unoioe(0) Unie (1)) = / Ju (w)eltduw (7.76)
and by setting t =0
1 oo
(Uiise) = Unie 0) Unine (0)) = 5 [ Ju(w) o (7.77)
— 00

When applying a band-pass ﬁltetﬂ selecting only frequencies in the range from wiow t0 Whigh = Wiow + Aw,

Wiow +AwW

<U§oise> = (Unoise (0) Unoise(0)) = % / Jy(w) dw = % / Jy(w) dw (7.78)

Wlow

because Jy(w) = 0 outside the limits wiow and whigh = Wiow +Aw. Comparison with Eq.|7.79} where 4RkpT is frequency independent,
shows that:
Wiow +AwW Wiow +AW Wiow +AwW
1 1 1 1
(U2.,..) = —ARkgTAw = — 4RkgT / dw = — / ARkpT dw = — / Jo(w) dw (7.79)
2w 2 2w 2w

Wlow Wiow Wiow

9Limiting the detected range of frequencies is important. A completely random noise is present at all frequencies. Without the band-
pass filter, this infinite range of frequencies (representing theoretically an infinite noise power) would be aliased (Section |3.2.4) into the
spectral width given by the time increment of the digital signal.
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and therefore Jy(w) = 4RkpT. This finding helps us to evaluate how noise enters the signal-to-noise ratio of the frequency spectrum.
The Fourier transform

trnax
Ynoise - / Unoise(t)eith dt (780)
0

is a random quantity that cannot be evaluated easily. However, its mean square can be related to Jy(w) if tmax is sufficiently long
(tmax > 1/Aw):

tmax  fmax tmax oo
. 1 .
<Yr120isc> = / dt / <Unoise(t)Unoise(t - tl)>e_lu(t_t/) dt’ = 5 / dt / <Unoise(t)Unoise(t - t/»e_lw“_tl) dt’
0 0 0 oo
1 tmax tmax
=5 Ju®) / dt = 2RkgT / dt = 2Rk T tmax. (7.81)
0

We can use Eq.[7.71]to convert R to |wo|L/Q. Since the inductance of a solenoid is L = pon2S/l, where [ is the length of the solenoid,

_ |wolSn? _ |4|BoSn?

R ol 0l (7.82)
and
2|’y|B()kJBTSn2t
<Yn20ise> = Ql L . (783)
We can now combine Egs. m and m and calculate the signal-to-noise ratio as
po (12 2nQS N|v[®BF 1—c~Rotmax 9 5/9 123/2 -
. . Vinax i \2) 753 TheT R, po (h\? V2Q3Veou N |77/ By~ 1 — e~ Fa(T)tmax
Signal/noise = = Sy BoknTSn21 === 3 32 VR (7.84)
< n2oise) =0 BQZ — A 2 r kB T3/2 R2 (T)tmax
K

where V o1 = SI is the coil volume. The signal-to-noise ratio in the spectrum also depends on other tricks applied during signal
processing. When deriving Eq. we already assumed that the phase correction was applied. Another factor determining the sensitivity
of the spectrum in practice is apodization, but we ignore it now for the sake of simplicity. The actual sensitivity is also proportional to
square root of the ratio of the time of signal acquisition to the overall time of the experiment

Eq. @ contains many factors. The blue geometry and construction factors do not deserve much attention as they depend on the
actual instrumental setup, and can be replaced by a general parameter K. The green factors are most interesting. They show why NMR
spectroscopists like to work with high concentrations (resulting in high N), with high-y nuclei, and at high-field spectrometers. The total
acquisition time (purple) and temperature (red) and are set for each experiment. We usually prefer to acquire the signal for tmax > Ro
in order to avoid truncation artifacts discussed in Section However, noise also accumulates in time, it grows proportional to /tmax-
Therefore, an optimum ¢max should be set (depending on R3) and/or well chosen apodization should be applied (Section [3.5)). For example,
if our tmax is substantially longer than R> and we decide to prolong it further, we accumulate only noise without acquiring any additional
signal. The temperature is also a factor that can be controlled easily. At the first glance, lower temperatures seem to be beneficial.
However, the dependence of signal-to-noise ratio on the relaxation rate Rz introduces also additional dependence on the temperature and,
in the case of the relaxation caused by the chemical shift anisotropy, on vBg. The relaxation seriously reduces sensitivity of detection of
magnetic moment precession in large, rigid molecules. In such molecules, the major contribution to Rz is the loss of coherence (we labeled
its rate Rp in Section . As shown in Section in a large rigid spherical molecule,

1 6Drot 3kpT
— = B . (7.85)
Ro b2 Arr3n(T)b?

When inserted to Eq. , 1/R2 may seem to change the temperature dependence to 1/T1/2. However, the temperature dependence of
the water viscosity in Eq. influences 1/ R2 more than the linear temperature dependence of the numerator. Therefore, the temperature
dependence of sensitivity on the temperature has a maximum (interestingly close to room temperature for medium-size proteins in aqueous
solutions).

The factor 1/b% in Eq. is equal to 1/(yBoda)? for the for chemical shift anisotropy. It suggests that the signal-to-noise ratio
should decrease with increasing Bg. However, relaxation in most chemical groups of molecules is dominated by other mechanisms than the
chemical shift anisotropy, in particular by the dipole-dipole interactions with magnetic moments of nearby protons. As the dipole-dipole

101y many experiments (but not necessarily in the one-dimensional experiment), recycle delay (waiting for the sample to return close to
the equilibrium before the next measurement) is much longer than the actual signal acquisition.
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interactions do not depend on By, a high field usually increases the signal-to-noise ratio. Nevertheless, Eq. Warns us that using a high
magnetic field does not always improves the sensitivity. For example, the relaxation due to the chemical shift anisotropy reduces sensitivity
at high fields in the case of 13C nuclei in sp? hybridization without attached protons (e.g. in carbonyl groups).

It should be stressed that when deriving Eq. we made many simplifications. We neglected the effect of the preamplifier,
resistance of the sample, and assumed that the receiver coil and sample have the same temperature. In the most sensitive NMR probes,
the motions of the electrons are suppressed by cooling the receiver coil to a very low temperature, approximately 20 K. Therefore, we have
to include the sample and coil temperature separately. If the effect of preamplifier is included, we get a bit more complex relation

2 3/2 _
Signal/noise — __Ymax_ _ o ( @) - N~3/2B3/ 1—ec R2<1T/>;max | r.56)
<Yn2()ise) 4m \2 k'B Tsample \/(Tcoil + Tsample RI/R + (1 + RI/R) T/) RQ(T)tmax

where R is the resistance of the coil, R’ is the resistance induced by the sample in the coil (proportional to the conductivity and
therefore to the ionic strength of the sample), and T” is so called noise temperature of the ampliﬁer%

The numerical values given by Egs. [7.84] and [7.86] are of little practical use. However, it is useful to notice how sensitivity depends on
individual factors (temperature, field, magnetogyric ratio of the observed nucleus).

M The input noise is amplified by the factor (14 T'/T)G, where G is the gain of the preamplifier.



Lecture 8
Dipolar coupling, product operators

Literature: The product operator formalism for multi-spin systems is described in B17.4, B18,
C2.5.1, C2.7, L15. The dipole-dipole Hamiltonian is discussed in 1.9.3. Relaxation is described in
K9, L19-L20, C5 in different manners. All texts are excellent. It is very helpful to read them all if you
really want to get an insight. However, relaxation is a difficult topic and absorbing the information
requires a lot of time.

8.1 Dipolar coupling

So far, we analyzed effects of various fields on nuclear magnetic moments, but we assumed that
individual magnetic moments are independent and their properties can be described by operators
composed of two-dimensional matrices. In this lecture, we take into account also mutual interactions
— interactions with fields generated by magnetic moments of other nuclei.

As usually, we start by the classical description of the interaction. If spin magnetic moments of
two spin-1/2 nuclei interact with each other, the magnetic moment of nucleus 1 is influenced by the
magnetic field By of the magnetic moment of nucleus 2. Analysis presented in Section M shows
that the magnetic field of nucleus 2 contributes to the magnetic field at the position of nucleus 1 as

By » 37{% —7r? 3ryry 3T M2,
By, | = 4?;5 3ryry 3ry —12 3ryr. | gy |, (8.1)
B, 3rer,  3ryTs 37“3 — 72 M2,

where r; are components of a vector describing mutual positions of the nuclei in space. A graphical
representation of the effect of B, on nucleus 1 and of its dependence on the orientation of the nuclei
(given by the orientation of the molecule) is presented in Figure The matrix in Eq. can be
viewed as a representation of the tensor of dipolar interactions. In contrast to the chemical shift
tensor, the tensor of dipolar interactions does not have any isotropic or rhombic component.

Having the classical description of the interaction of two magnetic dipolar moments, derivation
of the quantum mechanical Hamiltonian is easy, as shown in Section [8.9.1 The result of Eq. 8.1]is
inserted into the general relation £ = —fiy - EQ, the magnetic moments are expressed by the angular
momenta (ji; = 71[_:1, o = 7213), and the energy and angular momentum components are replaced
by the corresponding operators. The result is

157
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%
)

Figure 8.1: A, Classical description of interaction of a spin magnetic moment of the observed nucleus (shown in
cyan) with the a spin magnetic moment of another nucleus (shown in green). The thick purple arrow represents EO,
the thin green induction lines represent the magnetic field B, of the green nucleus (the small green arrows indicate
its direction). The black line represents the internuclear vector 7. As the molecule rotates, the cyan nucleus moves
from a position where the field of the spin magnetic moment of the green nucleus B, has the opposite direction than
BO (A), through a position where B, is perpendicular to BO (B), to a position where Bs has the same direction as BO

().

A 3r2—r? 3ryr,  3rer, IAQJ
Hp = MX%?(A A v I 2) 3ryry 37“5 — 712 3r,r, Iy, |- (8.2)
g 3ryr,  3ryr, 3r—r? f2’z

After defining the Hamiltonian of the dipole-dipole interaction, we can ask how is the total Hamil-
tonian representing energy of the magnetic moment pairs influenced by the dipolar coupling. In the
absence of radio Wavesl the energy of the magnetic moment pairs depends on BO, on chemical shifts
01 and 65 of the coupled nuclei, and on the dipolar coupling. The corresponding Hamiltonian consists
of the isotropic component Hp, and of an anisotropic part including axial and rhombic components
of the chemical shift Hamiltonian and of the Hamiltonian representing the dipolar coupling, Hp.
The complete Hamiltonian Hp described by Eq. is rather complex. However, it can be often
greatly simplified, as discussed in Section The secular approximation depends on whether the
precession frequencies of the interacting magnetic moments are identical or different. In the former
case, Hp simplifies to

© pomye 3{cos®V) —1 /- - o o
Hp=—"11 5 (211,z12,z S Ilvyfg,y> , (8.3)

in the latter case, to

~ HoY17Y2 3<COS2 19> —1 < A a )
Hp =— 20 .15, ) . 8.4
P 47y 2 bt 8.4)

'We assume that the field of irradiating radio waves is much stronger than the dipolar interactions of nuclear
magnetic moments. Therefore, we neglect the effect of dipolar coupling during the short radio wave pulses.
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As derived in Section , Hp depends on the orientation of the molecule like the anisotropic
component of the chemical shift. It implies that whole Hp averages to zero in isotropic liquids
(Section [8.9.2).

The Hamiltonian representing energy of an ensemble of pairs of directly interacting spin dipolar
magnetic moments in By reduces in isotropic liquids to

H=-— i Bo(1+ (51,1)j1z — Y2 By (1 + 51,2)j2z- (8.5)

The simplified Eq. is valid only in isotropic liquids and does not describe relaxation processes.
The effect of Hp is huge in solid state NMR and can be also be measured e.g. in liquid crystals or
mechanically stretched gels. Last but not least, dipole-dipole interactions result in strong relaxation
effects, discussed in Section

8.2 Quantum states of magnetic moment pairs

In order to apply the Hamiltonian defined by Eq. to a wave function representing the quantum
states of an interacting magnetic moment pair, we have to find

We know how to construct the Hamiltonian of the dipole-dipole interactions from the operators
]M,Ily, IlZ,IM,IQy, ]2Z7 but we still did not describe the explicit forms of these operators or of
the wave function the Hamiltonian acts on. To fill this gap in our knowledge, we look for a vector
representing the wave function representing coupled magnetic moments. Although we are concerned
with direct dipole-dipole interactions in this Lecture, we try to formulate our conclusions so that
they apply to various couplings of nuclear magnetic moments in general.

We first describe a quantum state of a pair of non-interacting spin-1/2 nuclei. The wave function
U of such a pair of particles can be decomposed into the spin-part and a part dependent on the other
degrees of freedom (spatial coordinates of the nuclei). The spin part can be further separated into a
product of wave functions dependent on the spin degrees of freedom of the individual nuclei:

\Il - 77Z}n0n—spin(x17 Y1, 21, X2, Y2, ZQ) : l/Jspin(Coz,la ch,2) - wnon—spin : 77Z)1,spin : 77Z)2,spin- (86)
Writing explicitly first 11 gpin

Ca,1 Coz,l¢2,spin
U = wnon-Spin ' : ¢2,spin = wnon-spin : (87)
Cg,1 Cﬁ,l¢2,spin
and then 99 gpin
Col <0a2> Ca,1Ca,2 Caa
«a
T\ G2 Ca,1C82 | _ Cap
U= wnon spin * c = wnon—spin : 0/3710 72 - wnon—spin : cs ) (88)
«,2 ,1%a, a
Cs,1 ’
(cm) €B,1Cp,2 Cpp

we obtain a four-component wave function built as a direct produciﬂ (or Kronecker product) of
two-component wave functions (state vectors) of single spin magnetic moments:

2Direct product A ® B is a mathematical operation when each element of the matrix A is multiplied by the whole
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(60»2) Ca,lca,Q Caa
Ca,l
Ca,1 ® Ca,2 _ €2 _ Ca,1CB,2 — Cap (8 9)
g1 8,2 er [ Co2 C8,1Ca,2 CBa |’
P\ ep C5,1C,2 Csp

In the eigenequation, nen-spin i canceled out (see Section . The introduced four-component
function is written in a basis of vectors that are simultaneous elgenfuctlons of the angular momentum
operators 112,12,]13,]% If the magnetic moments are independent, _72 = 122, ]12 Igz, and the
pair can be described in a two-component basis of the eigenfunctions of ] = [1z = fgz (and of
I2 = 2 = ]2), as described in Section

If the magnetic moments of the pair interact, they cannot be described in the two-component
basis of independent spin magnetic moments. State of the first spin depends on the state of the
second spin. Therefore, the probability density matrix describing a large ensemble of pairs that
interact mutually, but are isolated from other pairs, must be four-dimensional, built from coefficients
of the wave function in Eq. .8 In other words, we can use the mixed-state approach, but we must
describe the pair of the interacting magnetic moments and its four states as one entity. Furthermore,
the Hamiltonian of dipolar interactions (Eq. is built from operators representing products of
individual components of the interacting magnetic moments. Let us now look for a basis that fulfils
these requirements.

8.3 Product operators

The wave function (state vector) describing a single interacting pair of magnetic moments is four-
dimensional. Therefore, the density matrix that describes an ensemble of such interacting pairs, and
consists of averaged combinations of the elements of the four-dimensional state vector, is a 4 x 4
matrix

CaaCha

3
CaaCpp

%
CaaChey

Caaczg

* £ 3
CapCon Cop Caﬁ

CaB c}}a

CaﬁCZB

*
CBa CZa CBa Caﬁ

CBa c}}a

- 8.10
caacﬁﬁ ( )

CAECha CBACHH

CB8CHq

C88CH4

Basis used for such density matrices and for operators acting on the four-dimensional wave func-
tion must consist of 42 = 16 matricesf| The four-dimensional wave function (state vector) describing

matrix B:
Ay (BH Bl?) Al (BU Bl?) A11Bi1 AnBia AjaBiy AjeBio
A@B _ (Au A12)®(Bu B12) _ Bay Ba Bj1 By _ A11Bor A11Bas A12Bo1 A12B2)
Agy Az By Baa A, (B B Bi1 Bia A21B11 A21Bia A2 Bii A2 B
21\ By Bas By Bao A1 By A1 Boy AzaBai AzaBao

3In general, the density matrix for n states is a n X n matrix. Basis used for such density matrices must consist of

4™ matrices.
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the interacting pair of magnetic moments was constructed as a direct product of two-dimensional
single-spin state vectors. Not surprisinglyﬁ the basis of the 4 x 4 matrices can be built from direct
products of 2 x 2 basis matrices used for spins without mutual interactions. For example, Cartesian
single-spin operators can be used to create a basis for two spins (see Table using the following
direct products:

W g @ — g1 (
) j(l ® j(Q) fl(x ) (
I @ g2 = g1 (
W g @ = g1 (
I @I = 7,7 (
. ft(l) ® jy(z) _ fg(ym) (
I @ I = 7 (
I @ g = 2.0, 711 (8.18
IV @ I® =2.4,.71) (
I @ g =20, 71 (
IV @ IP =2.4,77 (
IV @ g® =24, 7% (
WASK- WA zflyf“? (
IV @ I =20, (
IV @ I? =24, 7,17 (
IV @ IP) = Qflzﬂ(m , (

N NN NN DN DN NN N NN DN DD NN

where the numbers in parentheses specify which nuclei constitute the spin system described by
the given matrix (these numbers are not written in practice). The matrices on the right-hand side

are known as product operators. Note that .#;, equal t %i is not written in the product operators

for the sake of simplicity. Note also that e.g. I and 72 are the same 2 x 2 matrices, but .}, (12)

and ﬂ;lz are different 4 x 4 matrices. Basis matrices for more nuclei are derived in the same manner,
e.g. 29,909 @ 7Y = uuf%f (123),

The basis presented in Table represents one of many possible choices. Another possible basis
is shown in Table Eqgs. and can be used to convert product operators of the basis sets in
Tables R.1] and 8.2

4The relation between the construction of the state vectors and of operators acting on them is described by the
group theory. It follows from the analysis of rotation of the state vectors and operators acting on them that the
coupling between the state vectors and between the operators is the same.

51 is the unit matrix.
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Table 8.1: Cartesian basis of product operators for a pair of spin-1 nuclei

+1 0 0 0 1 0 0 0 +1 0 0 0 1 0 0 0
1| o+1 0 0 _1| 0+1 0 0 1| 0-1 0 o0 1| 0-1 0 0
Ji=3 0 041 0 Sz =3 0 0-1 0 S2: =3 0 041 0 251:02: = 3 0 0-1 0
0 0 0+1 0 0 0-1 0 0 0-1 0 0 0+1
0 041 0 0 0+1 0 0 0—i 0 0 0-i 0
_ 1| 0o 0 o+1 1| 0 0 0-1 o _ 1| 00 0-i _ 1| 00 0+
He=35(11 0 0 o 2ef2 =51 41 0 0 o0 Sw=3|4 00 0 2y 52 =5 | 45 g 0 0
04+1 0 0 0-1 0 0 0O+i 0 0O 0-i 0 0
04+41 0 0 04+41 0 0O 0-i 0 O 0-i 0 0
1| +1 0 0 0 1| +1 0 0 0 |+ 000 .|+ 000
Sz =3 0 0 0+1 2512500 = 3 0 0 0-1 Y2y =3 0 0—i 22 =5 g 0 0+
0 0+1 O 0 0-1 0 0 0+i 0 0 0-i 0
0 0 0-+1 0 0 0-1 0 0 0-—i 0 0 0-—i
1 0 041 0 , _1 0 041 0 1 oo0+4i o0 4 oo0o-io0
2510500 = 5 0+1 0 O 251y Sy = 3 0+1 0 O 2w =3| i 0 o 251y Soe = 5 0O+i 0 O
+1 0 0 0 -1 0 0 0 +i 00 +i 0 0 0
Table 8.2: Single-element basis of product operators for a pair of spin- nuclei
1000 0000 0000 0000
0000 0100 0000 0000
Hrat2a = | 1000 H1ab28 =1 0000 H18P2a = | o 10 J18728 = | 9000
0000 0000 0000 0001
0100 0000 0000 0000
0000 1000 0000 0000
Ha26 =1 5000 Ha2= =1 5000 S5+ = | 5901 H18%2-= | 5900
0000 0000 0000 0010
0010 0000 0000 0000
0000 0000 0001 0000
S50 =1 5000 S-S = 1000 H1+728= | 5000 S-228= 0000
0000 0000 0000 0100
0001 0000 0000 0000
0000 0010 0000 0000
S+724 =1 5900 Si+P2-==1 5000 S-S =1 5100 S-S =1 0000
0000 0000 0000 1000
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8.4 Density matrix of a two-spin system

The introduced formal description of the density matrix would be useless if we did not understand
its physical significance. Interpretation of the 4 x 4 density matrix requires more care than the
interpretation of its two-dimensional version. In general, the density matrix p is a linear combination
of 16 basis matrices .#; (the actual forms of .#; depend on the chosen basis):

16
=30 8.27
j=1

Each basis matrix .#; describes one feature of the mixed state (e.g., longitudinal polarization of
the first magnetic moment) and the coefficients C; specifies how much the given feature contributed
to the mixed state. Below, we interpret the individual matrices of a commonly used Cartesian
basis. Although we discuss direct dipole-dipole interaction in this Lecture, the interpretation of the
Cartesian matrices is general and applicable to other interactions between the magnetic moments.
The description of the matrices is also summarized in Tables and

We have listed two basis sets in Tables 8.1 and 8.2 Both of them contain four diagonal matri-
ces. Like in the two-dimensional case, the diagonal elements of p and diagonal matrices describe
longitudinal polarization of the magnetic moments. The sum of the diagonal elements is equal to
one, like in the two-dimensional density matrix. Therefore, we have three independent populations.
Two of them, corresponding to contributions of matrices labeled .#;, and %, describe separately
longitudinal magnetic moment polarization of nuclei 1 and 2, respectively. Contribution of the third
diagonal matrix, 2.%,.%,,, describes correlation between p; . and po ., how much the longitudinal
polarization of ji; is influenced by the longitudinal polarization of jis, and vice versa.

Twelve off-diagonal elements or matrices composed of them are called coherences. Only six off-
diagonal elements are independent because each element below the diagonal has its complex conjugate
above the diagonal. Note, however, that coherences are complex quantities. The six independent off-
diagonal elements thus represent twelve real numbers. Therefore, none of twelve purely real or purely
imaginary matrices in Table is redundant. Coherences corresponding to contributions of matrices
S, and Sy, respectively, describe transverse polarization in the direction x of magnetic moments
of nuclei 1 and 2, regardless of the state of the other nucleus. Contributions of .#;, and .%, describe
transverse polarization in the direction y in the same manner. A contribution of 2.%,,.%. describes
how the transverse polarization of fi; in the x direction depends on the longitudinal polarization of
fio. Dependence of the transverse polarization of jis in the z direction on the longitudinal polarization
of ji; is given by the contribution 2.#,,.%,,. The same applies to 2.7,,.%.,2.7,,.%5, and to direction
y. Finally, contributions of 2.%1,.%,, 2.%1,.%s,, 271,55, and 2.%,,.%,, describe mutual correlation
of transverse polarizations of ji; and fis.

8.5 Evolution of coupled spin states

The Liouville - von Neumann equation can be written for coupled magnetic moments in the same
form as for spins without mutual interactions (Eq. [6.9):
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Table 8.3: Contributions to the two-spin density matrix describing uniform distribution and longitudinal polarizations
of spin magnetic moments fi; and jis. In the graphical representation, the left and right distribution corresponds to of
superimposed i1 and jis, respectively. The uniform distribution is shown in black. In order to visualize correlation of
the longitudinal polarization, the following color-coding is used. In the case of longitudinal polarization of ji;, magnetic
moments of nucleus 1 in 10 % molecules with most polarized fi; are shown in cyan, and magnetic moments of nucleus 2
in the same molecules are shown in green. In the case of longitudinal polarization of jis, magnetic moments of nucleus
2 in 10% molecules with most polarized fi; are shown in green, and magnetic moments of nucleus 1 in the same
molecules are shown in cyan. The chosen distributions of orientation symbolize the trend of polarization represented
by the given matrix, the depicted degree of polarization is lower than the degree corresponding to the actual matrices:
basis matrices describe either no polarization (uniform distribution of orientations) or complete polarization (identical

orientations).
Matrix graph description
+1 0 0 0 | i
1 0O+1 0 O L - ~
=3 0 041 0 no polarization of [i1 or fiz
0 0 041
+1 0 0 O
S, = % g +(1) _(1) 8 longitudinal polarization of fi1 regardless of fia
0 0 0-1
+1 0 0 O
Sy =1 071 00 longitudinal polarization of i dless of ji
2 =3 0 041 0 ongitudinal polarization of [y regardless of iy
0 0 0-1
+1 0 0 O
1 0—-1 0 O . o Lo " "
291, P2, = 5 0 0-1 0 correlation of longitudinal polarizations of 1 and jia
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Table 8.4: Contributions to the two-spin density matrix describing coherences (see Table for color coding).

description

]lac

2ﬂlz<ﬂ22

Sy

2]13;«]22

jQw

2j1zj2w

F2y

2lej2y

2j11=/¢2z

2,,¢1yj2y

2910 Iy

291y I

Matrix
0 041 O
1 0 0 0+1
2141 0 0 O
0+1 0 O
0 0+1 O
1 0 0 0-1
2141 0 0 O
0—-1 0 O
0 0—-1 0
i 0 0 0-1
2141 0 0 O
0O+1 0 O
0 0—-1 0
i 0 0 0+1
2141 0 0 O
0—-1 0 O
0O+1 0 O
1|+ 0 0 O
2 0 0 0+1
0 041 O
0O+1 0 O
1|+l 0 0 O
2 0 0 0-1
0 0—-1 0
0—-1 0 O
i+l 0 0 O
2 0 0 0-1
0 0+1 O
0—-1 0 O
i+l 0 0 O
2 0 0 0+1
0 0-1 0
0 0 0+1
1 0 041 O
2 0+1 0 O
+1 0 0 O
0 0 0-1
1 0 041 O
2 0+1 0 O
-1 0 0 O
0 0 0-1
i 0 041 O
2 0—-1 0 O
+1 0 0 O
0 0 0-1
i 0 0-1 0
2 0O+1 0 O

+1 0 0 O

transverse polarization of fi; in direction z, regardless of fia

correlation between transverse polarization of [ in direction z
and longitudinal polarization of [is

transverse polarization of fi; in direction y, regardless of fia

correlation between transverse polarization of fi1 in direction y
and longitudinal polarization of jiz

transverse polarization of fi2 in direction z, regardless of (i1

correlation between transverse polarization of fi2 in direction x
and longitudinal polarization of ji;

transverse polarization of fiz in direction y, regardless of fi1

correlation between transverse polarization of [z in direction y
and longitudinal polarization of ji;

correlation between transverse polarization of fi1 and [is
in direction x

correlation between transverse polarization of fi1 and [is
in direction y

correlation between transverse polarization of fi1 in direction z
and transverse polarization of [z in direction y

correlation between transverse polarization of fi1 in direction y
and transverse polarization of [z in direction =
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dp ., . . i : .
L =i(p = p) = ilp, H) = il ), (8.28)

but the density matrix and Hamiltonian are now] 4 x 4 matrices. Also Egs. and can be
generalized to product operators. The same simple geometric solution of the Liouville - von Neumann
equation is possible if the Hamiltonian does not vary in time and consists of commuting matrices only.
However, the operator space is now 16-dimensional. Therefore, the appropriate three-dimensional
subspace must be selected for each rotation. The subspaces are defined by the commutation relations
derived in Section . The relations (applicable to any set of n? operators of spin systems consisting
of n spin-1/2 nuclei) are described by the following equations:

[Injs 2InkInn] = 2[Inj, Ik Inn (8.30)
[anjfn/h 2fnkﬂn/m] = [ﬂnja jnk]alm + [jn’ly tﬁn’m]5jka (831)

where n and n' specify the nucleus, j, k,l € {z,y, 2}, and §;;, = 1 for [ = m and d;; = 0 for j # k.
Since the dipolar interactions do not have coherent effects in isotropic liquids, we postpone discussion
of the rotations in the product operator space to Section [10.3] where we discuss interactions that are
not averaged to zero in isotropic samples.

8.6 Operator of the observed quantity for more nuclei

In order to describe the observed signal for a system of n different nuclei, Eq. [7.1] defining the
operator of complex magnetization, must be slightly modified

My =Y NyTng +1ily) =Y Nynlns, (8.32)

where the index n distinguishes different types of nuclei. In the case of magnetic moment pairs
discussed in this Lecture, n = 2.

8.7 Dipolar relaxation

As mentioned above, dipole-dipole interactions do not have coherent effects (do not influence the
measured values of precession frequencies) in isotropic liquids. On the other hand, the dipole-dipole
interactions represent a very important source of relaxation.

Rotation of the molecule (and internal motions) change the orientation of the inter-nuclear vector
and cause fluctuations of the field of the magnetic moment jis sensed by the magnetic moment fi;. It
leads to the loss of coherence in the same manner as described for the anisotropic part of the chemical

In general, Eq. is valid for n x n matrices describing ensembles of n mutually interacting nuclei.
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shift (cf. Eqgs [1.42] and [8.57)). However, the relaxation effects of the dipole-dipole interactions are
more complex, reflecting the higher complexity of the Hamiltonian of the dipolar coupling. A detailed
analysis is presented in Section [8.9.5] here we review only the main conclusions.

The following equations describe relaxation due to the dipole-dipole interactions in a pair of
nuclei separated by a constant distance r:

1A (M, 1.
M = *gbz(QJ(wOJ — Wo,2) + 61](&)071) + 121]((«0071 + W02>>A<:\[1Z>

dt
1
+ §b2(2,](w0’1 — wp2) — 12J (w1 + wo,2)) A(Ma,)
= —Ra1A<JW1z> — RXAU\JQZ)7 (8.33)
dA{M,, 1. ,
fjlf 2 > = **bz(QJ(WOJ — LUQ_Q) + GJ(W()Q) + 12.](&)0’1 + w0’2)>A<A/[22>
1
+ ébQ(QJ(WQ’l — w072) — 12J(WQ’1 + wOfg))A<Afflz>
= —RagA@JQZ) — RXA<Z\JM>7 (8.34)
d<]\/ff1+> B 1, ,
d = —gb (4J(()) + Ge](wo_Q) + J(wOJ — w()fg) + SJ(LU()J) + GJ(MOJ + wO‘yg))<]\/[1+>
1
= —Ro 1 (Miy) = — <Ro,1 + 23&) (Miy), (8.35)
where
LoY17y2l
b=— - 8.36
473 ( )

The relaxation rate R; of the dipole-dipole relaxation is the rate of relaxation of the z-component
of the total magnetization (M.) = (M) + (Ms.). Ry is derived by solving the set of Egs. and
The solution is simple if J(wp1) = J(wo2) = J(wy) = Ra1 = Raz = R, (this is correct e.g. if
both nuclei have the same ~, if the molecule rotates as a sphere, and if internal motions are negligible
or identical for both nuclei)[] Then,

dA(M.) _ L 12(60(w) + 24(20)) AQML) = — (R + R) A(M.). (8.37)
dt 8 N——

There are several remarkable differences between relaxation due to the chemical shift anisotropy
and dipole-dipole interactions:

e The rate constants describing the return to the equilibrium polarization is more complex than
for the chemical shift anisotropy relaxation. In addition to the 3b*J(wg;)/4 term, describ-
ing effect of stochastic molecular motions resonating with the precession frequency of ji;, the

"The general solution gives Ry = % (Ral + Ras + \/ (Ra1 — Ra2)?2 + 4R,2().
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auto-relaxation rate R, contains terms depending on the sum and difference of the precession
frequency of fi; and fis. These terms account for temporary resonance of random molecu-
lar rotation with the mutual difference in the precession of ji; and ji;. For example, if the
molecule rotates for a short time about the vertical axis with an angular frequency wy,, which
is accidentally close to wp1 — wp 2, the horizontal component of Eg in the place of nucleus 1
rotates with frequency wp2 + wmo = wo2 + Wo1 — wWo2 = w1 and thus resonates with the
precession of ji;. Consequently, B, temporally resembles a radio wave and contributes to re-
distribution of p; . towards equilibrium. Quantum mechanically, such effects are described by
the orientation-dependent coefficients preceding 21 MIAQI, 21 1yf2y, 21 1xj2y, oI 1yf2x components in
Hp, contributing to J(wo1 £ wo2).

e Return to the equilibrium polarization of nucleus 1 depends also on the actual polarization of
nucleus 2. This effect, resembling chemical kinetics of a reversible reaction, is known as cross-
relazation, or nuclear Overhauser effect (NOE), and described by the cross-relaxation constant
R,. The value of R, is proportional to 7% and thus provides information about inter-atomic
distances. NOE is a useful tool in analysis of small molecules and the most important source
of structural information for large biological molecules.

e The relaxation constant Ry, describing the loss of coherence, contains an additional term,
depending on the frequency of the other nucleus, 3b*J(wpz2)/4. This term has the following
physical significance. The field generated by the second magnetic moment depends on its state.
For example, fis in a pure |«) stateﬂ reduces the field and consequently precession frequency of
nucleus 2 if the internuclear vector is horizontal (Figure [8.1]A), whereas [y in a pure |3) state
has the opposite effectﬂ Fluctuations of wy; due to the changes of the state of iy (described
by J(wo,z2)) contribute to the loss of coherence [

In real samples, contributions to relaxation due to the chemical shift anisotropy and due to dipole-
dipole interactions (often with several spin magnetic moments close in space) are combined. The
constants Ry and R, (and other) are therefore sums of the relaxation rate constants described here
and in Section . At moderate By fields (up to 15-20 T, depending on the molecule), relaxation is
usually dominated by dipole-dipole interactions with protons.

8.8 Thermal equilibrium with dipolar coupling

As shown in Section [8.9.6] if we neglect the chemical shifts (47 < 1,0;2 < 1), the density matrix
describing two different nuclei coupled only through dipolar interactions is

8Note that we mentioned the |a) and |3) eigenstates as an example, fi» can be in reality in many superposition
states.

9The interaction is described here for nuclei with positive v; and o, e.g. protons.

10Such changes have a similar effect as the chemical or conformational exchange, modifying the size of the chemical
shift tensor (the chemical/conformational exchange was briefly discussed in Section [2.4). Therefore, 3b%J(wp2)/4 adds
to Ry like the exchange contribution.
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1, mBoh | 722Boh
4 + 8kpT + 8kpT

0
oo
p 0

0

1000
0100
0010
0001

] =

where

HOMEWORK

0 0
1 Y1Boh _ y2Boh
4 + 8kpT 8kpT 0

llB h !QB h
0 i ST T StpT
0 0
+1 0 0 O
v1Boh 0+1 0 O Y2 Boh
8]€BT O O —1 O SkBT
0 0 0-1
1
= 5 (% + /ilfl,z + H2j2,z) )
_ 1Bk
Ry = .
2kgT

0-1 0 0
0 0+1 O
0 0 0-1
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(8.38)

(8.39)

(8.40)

(8.41)

To prepare for the next lecture, analyze evolution of the density matrix described in Section [9.2]
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8.9 DERIVATIONS

8.9.1 Tensor and Hamiltonian of dipolar coupling

As shown in Section , magnetic induction can be expressed as a curl (rotation) of the vector potential (E =V x A). Therefore, the
magnetic induction of the field of nucleus Bsg is given by the classical electrodynamics as

By =V x Ay, (8.42)
where
o= (ﬁ, 9 ﬁ) . (8.43)
Oox Oy 0z

Let us assume (classically) that the source of the magnetic moment of nucleus 2 is a current loop. It can be derived from Maxwell
equation@ that the vector potential Az in a distance much larger than radius of the loop is

- po fla X T
Ay = K0 , 8.44
2T s ( )

where 7 is a vector defining the mutual position of nuclei 1 and 2 (inter-nuclear vector). The individual components of A are

Ko Tz Ty
A2,z = E (ﬂ2,y§ — M2,z ﬁ) s (845)
Ho T T
Agy = i (/LQ,zr% — K2,z T%) ) (8.46)
_ Mo Ty Tz
A2,z = E (N2,zr*3 — M2,y ﬁ) . (847)
Calculation of Eg thus includes two vector products
= Moo H2 XT
By = 4—V X 3 (8.48)
7 r
As a consequence, each component of B depends on all components of fia:
no [ O0As aAzy) HO( ( 0 Ty 15) rz) 0 1y 0 7‘33)
By, = 20 (2222 2y ) B0 v, T ) =z =), 8.49
2@ 47 ( Ory or. 47 H2,e Oryr3  Oryr3 K2y Ory 3 Hz,2 Or, r3 ( )
po (OAze  0Az: Ko o r: 0 ra 0 1y d ry
By, =20 (222 222 10 S ) Y e a— Y ), 8.50
2T g ( or, org ar \ N2 Oryrd3  Ory rd H2.x Ory r3 2o Org 13 ( )
po [(OA2y 8A2z> ;Lo( ( 0 ra I5] ry) d 7Ty 0 rz)
By, = 20 (Z2y T2 ) F0 g 7 ) =z 2 =) 8.51
2,z 47 ( Ory Ory 47 H2,z Orgy 13 Ory r3 H2,a Org 13 Hzy Ory 3 ( )
. . . o ’I‘.' o r ;.
To proceed, we have to evaluate the partial derivatives ar; r—% and or; T—’g
ory _ 0 ] _ 0 ] _Lrforegre2n 1 3] (8.52)
or;r3  Orj ( /r% +r2 +r§)3 or; (r2 +72 +7"§)3/2 r6 r3 5
ar, 0 Tk 0 Tk _ 0-r%—rp- %T‘2Tj By (8.53)
or; r3  Orj ( /r% g +r§)3 or; (r2 +r2 +'r§)3/2 r6 r5
After inserting the partial derivatives from Egs. [B:52] and [B.53] to Eqs. [B-49H8.51]
Bay = £ ((3r2 — 12 3 3 8.54
2,z = 47rd (( Ty =T )M2,x + 3reryp2,y + TITZ//'Q,Z) ( : )
Ho 2 2
Bay = - Brarypa.s + (33 = 1)y + 3ryropia.2) (8.55)
HO 2 2
Bas = o0 Brarepiz + Bryrepny + (3r2 = 17)pa), (8.56)

Hhe derivation is presented in The Feynman Lectures on Physics, Vol. 2, Chapter 14 (the general description is presented in Section 14.2.
and the current loop is discussed in Section 14.5), using an analogy with the description of the electric dipole in Section 14.3. of Vol. 2.
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which can by described by a matrix equation

Ba o 1o 37"% —r2 3reTy 3rzTs 02,z
Bay | = o 3rery 3r2 —7r2 3ryr, | op2y |- (8.57)
B . r 3rers  3ryr. 3r2 —r? U2,z

The matrix in Eq. represents a tensor describing the geometric relations of the dipolar coupling and has the same form as the
matrix in Eq. [[[42] describing the anisotropic contribution to the chemical shift tensor: the vector defining the symmetry axis of the
chemical shift tensor @ is just replaced with the inter-nuclear vector 7 in Eq. Like the anisotropic part of the chemical shift tensor,
the matrix in Eq. simplifies to

" -1 00
: | 0-10 (8.58)
o 0 02

in a coordinate system with axis z || 7. Rotation to the laboratory frame is described by angles ¢ and ¢ defining orientation of 7 in
the laboratory frame

-1 00 37"32; —r2 3rgry 3reTs
0-10] — 3 3rery  3r2 —r? 32ryrz2 , (8.59)
0 02 3rers S’f'y’f'z 31“2 -

where r; = rsind cos ¢, 1y = rsindsing, and r, = rcos¥.
As usually, Hamiltonian of the dipolar coupling can be obtained using the classical description of the energy. Classical electrodynamics

tells us that the energy of the interaction of the magnetic moment of nucleus 1 with the field generated by the magnetic moment of nucleus
2, described by Eq. @ is

B, _ _ Mo (
4mr3

(37'520 - Tg)/"lzﬂ&z + (3Tg2/ - Tg)/‘ly,“‘?y + (37‘3 - T2)#1Z}L2z+

+ 3T‘zryﬂlz/—’42y + 3reTipicp2z + 37'y7'2/1'1y,u‘2z
+ 3ryrepiypze + 3rarapiz o + 3r2Ty 12 U2y ) - (8.60)

Describing the magnetic moments by the operators ﬂl’j’ylflyj and ﬂz,j’ylfg’j, where j is x, y, and z, the Hamiltonian of dipolar
coupling FID can be written as

HD = 74Z23 ( (37‘3 — T2)f195f295 —+ (37“5 — T2)f1yi2y -+ (31”3 — T2)i1zf22+

+ 3rzryflacf2y + 3rzrzf1wf22 + 3ryrzflyf22
+ 37'y7‘zf1yf2x + 3Tz7'zf1zj2x + 3Tz7'yj1zf2y)

3r2 —r2 3ryry  3rers f2,x N N
- _szlgz'(fl,z Ly h2) | Brary 3ry—r2 3ryr. Ly | =h DI, (8.61)
r 3rer.  3ryr. 3r2 —r2 fg,z

where D is the tensor of direct dipole-dipole interactions (dipolar coupling).
The Hamiltonian can be written in spherical coordinates as

HD = —% ((?)Sin2 ¥ cos? - 1)IAMIA2“c + (351n2 9 sin? - l)flyfgy + (30052 ¥ — 1)f1zf22+
r
+ 3sin? ¥ sin ¢ cos gafufzy + 3sin ¥ cos ¥ cos Lpflzfgz + 3sin19005198in<pf1yf22

+ 3sin? ¥ sin @ cos (,Djlnyx + 3sin ¥ cos ¥ cos t,oflzfgx + 3sinﬁcosﬁsin<pf1zf2y> . (8.62)

8.9.2 Secular approximation and averaging of dipolar Hamiltonian

Like the chemical-shift Hamiltonian, the Hamiltonian of dipolar coupling can be simplified in many cases.
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e Magnetic moments with the same v and chemical shift precess about the z axis with the same precession frequency. In addition
to the precession, the magnetic moments move with random molecular motions, described by re-orientation of 7. In a coordinate
system rotating with the common precession frequency, 7 quickly rotates about the z axis in addition to the random molecular
motions. On a time scale slower than nanoseconds, the rapid oscillations of 7z, ry, and r, are neglected (secular approximation).
The values of r2 and rZ do not oscillate about zero, but about a value (r2) = (r2), which is equal tﬁ (r? — (r2))/2 because
(r2 + rf/ +72) = (r2) = r2. Therefore, the secular approximation (i.e., neglecting the oscillations and keeping the average values)
simplifies the Hamiltonian to

3 HoYLY2 o o (3 s 1. - 1. .
Hp = -5 == (3(r2) — r?) (11721272 —Shalze = Shiylay (8.63)
0172 3(cos2 ) —1 /_~ - PN ..
= HMY {eos” ) (2helee = hralow = T1ylay).- (8.64)
4mr 2

e Magnetic moments with different v and/or chemical shift precess with different precession frequencies. Therefore, the z and y
components of fiz rapidly oscillate in a frame rotating with the precession frequency of [i; and vice versa. When neglecting the
oscillating terms (secular approximation), the Hamiltonian reduces to

A Ho7172 2 o p _ HOYIY2 3(cos?9) —1_. .
Hp = s (3(r2)y —=r®) 1 202, = — o 5 211 21z ;. (8.65)

e Averaging over all molecules in isotropic liquids has the same effect as described for the anisotropic part of the chemical shielding
tensor because both tensors have the same form. Terms with different coordinates average to zero because they contain products
of sine and cosine functions of 29, ¢ and 2¢. As the angles ¥ and ¢ are independent, their functions average independently. And
as 20 and ¢ can have in isotropic liquids any value in the interval (0,27) with equal probability, the averages of their sine and
cosine functions are equal to zero

e — 1
TaTy = 3sin? ¥sinpcos p = g(l — cos(29)) - 3 sin(2¢) = Zsin(&p) - Zcos(?ﬁ) -sin(2¢) =0—-0-0=0, (8.66)
e mm g _ 3. 30—
TzTz = 3sind cos ¥ cos p = 5(5111(219)) -cosp = Zsm(219) -cosp=0-0=0, (8.67)
[ o . a. . a_.-. 3 . . 3.7 —
TyTz = 3sindcosIsinp = i(sm(Q'ﬂ)) -singp = 25111(279) -sinp =0-0=0. (8.68)

The terms with the same coordinates are identical because no direction is preferred:

=72, (8.69)

Finally,

ratrgtri=rt 24242 =32 =r =232 —r2 = 0. (8.70)

8.9.3 Interacting and non-interacting magnetic moments

We have decomposed a wave function of a pair of magnetic moments to (Eq. [8.8)

Ca,l (CQ’Q) Ca,1Ca,2 Caa
€B,2 ¢
’ «,1C3,2 _ Ca
V= wnonfspin : = wnonfspin : A8, = wnonfspin : s ’ (871)
C C, C
o2 5.,1Ca.2 o
B\ e €8,1¢8,2 <88
s

What tells us if we can describe the state of the individual magnetic moments in the two-dimensional basis |a), |3)? We inspect
eigenfunctions and eigenvalues of the Hamiltonian including the influence of EO, chemical shifts, and dipolar coupling, in the secular
approximation:

_ BoY172 3(0052 9) —1
473 2

H=—y1Bo(1+ 68 1)1 —v2Bo(1+ 8i2) 12z (Qfl,zfz,z —hple. — fl,ny,y)

2Note that (r2y = (rZ) # (r2) in general.
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=wo,1 11z + wo,zfzz + D (Qfl,zfz,z - f1,mf2,ac - f1,yf2,y> (8.72)

If the magnetic moments are too distant to interact mutually (r — co = D — 0), the Hamiltonian simplifies to a sum of two operators

acting separately on each magnetic moment

H= WO,lflz + w0,2f2z- (8.73)
As discussed in Section [6.7.2] action of such Hamiltonian can be described by two independent eigenequations
wo,1 11,9 = Wy wo,202:9@ = €@y, (8.74)

The eigenfunctions can be found immediately:

100 0 1<Ca,2) 1<0a,2) 1000 . 1<1> . 1( )
(o' 0 (o' 0
woih [ 01 0 0O | €B,2 _wo,1h €B,2 wo2h | 0—-10 0 _ wo,2h
2 00-10 o f Ca - 9 o ( Ca 2 0010 1 - 9 1
000 —1 o o 000-1)\esl, s |
100 0 O(Cw) 0(%2) 1000 cm(?) Ca,l((l))
wo1h | 01 0 O ) €B,2 __woah €g,2 wo2h | 0—-10 0 _ wo,2h
2 00-1 0 L ( a2 - 2 L[ ca 2 0010 0 - 2 0 ’
000 —1 cos cos 000-1)\esaly R

or, using direct products,
wo,1h (1 0 10 1 Ca2) _ woah (1 Ca,2 wo,1h (10 10 Ca,l 1\ _ wo2h (can 1
2 (0 )o(01) (o)o(E2) == (0)e(2) =5 ()=o) (5= (o) =57 (5d)= (o
wo,1h (1 0 10 0 ca2) _ woah [0 Ca,2) wo,1h (10 10 Ca,l 0\  woz2h (can 0
2 (0—1)®(01>'<1>®(%2>7_ 2 (1)®(0B,2) 2 \01)%0-1) sy J¥N1) 772 e J?\1 )
(8.76)
wo,1h (1 0 (1 2) _ wo,1h (1 (2) woh (1 0 (1 (1) _ wo,2h
2 (071) (0)“’ =t o)V 5 \o-1) \o)¥ =T
wo,ih (1 0\ (0) (2 _ woa1li @) wo,ifi (1 0\ (0Y (1y_ wo2h (0Y (1)
2 (0—1) (1)¢ - 2 4 2 0 -1 1 P = 2 1 LaNE (8.77)
woih (1 0\ (1 _+w0,1h woih (1 0 (1 _+w0,2ﬁ
2 0 -1 0/ 2 2 0-1 0/ 2
wo,1h (1 0 0\  woah [0 wo,1th (1 0 0)  woz2h (0
2 (071)(1)__ 2 (1) 2 (071)'(1)__ 2 (1) (8.78)

We see that the eigenfunctions of the left equation are (é) and ((1)) for any (2 = (z‘;’Q ) , and that the eigenfunctions of the right
2

s

equation are also (é) and ((1)) for any (1) = (i;i ) The energy differences, given by the differences of the eigenvalues, are wo,1/
and wo,2fi. As the left equation does not depend on 1(?) and the right equation does not depend on %(1) the original set of four equations,
represented by the 4-dimensional matrices, was redundant. If the nuclei are identical, the left and right equations can be replaced by a
single equation with wo,1 = wp,2 = w (cf treatment of indistinguishable nuclei in Section . Such case is equivalent to the mixed state
described by the 2 x 2 density matrix in Section @

If the magnetic moments interact (D # 0) and the Hamiltonian cannot be simplified to Eq.[8.73] we have to work with four-dimensional

matrices and state vectors. The Hamiltonian then has the following matrix representation

wo,h;wo,z + % 0 0 0
R 0 w0,1—w0,2 _ D _D 0
H=h 0 27D 2 7“,0,1;%72 N % 0 . (8.79)
0 0 0 _wo,ﬁ;wo,z + g

If wo,1 and wo,2 differ substantially, secular approximation allows us to neglect also the —I1 ;l2 , — IALyIAQ,y terms and to obtain a

diagonal Hamiltonian matrix
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“oatwoz 4 D 0 0 0
R 0 wo,1-w0,2 _ D 0 0
H=~h 2 2 0= (8.80)
0.1—w0,2 | D
0 0 - 2 - 2 wo 1+<80 2 D
0 0 0 —— T3
with four-dimensional eigenvectors
1 0 0 0
0 1 0 0
0]’ 0]’ 1] 0 (8.81)
0 0 0 1

If wo,1 and wp,2 are similar, the off-diagonal elements warn us that the vectors listed above (direct products of |a) and |8)) are no
longer eigenfunctions of the Hamiltonian in Eq@ Note that the analysis presented in this Lecture and in the following Lectures cannot
be applied to such spin systems. We return to the interacting magnetic moments with very similar wp,1 and wp,2 in the end of our course

(Section [12.2)).

8.9.4 Commutators of product operators

The product operators are direct products of 2 X 2 matrices %, %, ., #,. Therefore, commutators of product operators can be derived

from the their relations and from the general properties of the direct product of matrices. In general expressions used in this section letters

J, k,1, m replace one of the subscript z,y, z (but not t), n,n’ distinguish nuclei (1 or 2), and §;, = 1 for j =k, and d;, = 1 for j # k.
Products of the 2 x 2 matrices %, .%,, .7, are related in the following manner (cf Egs.

Iy Ty = Ty Iy = [Fny Iy = 152, (8.82)
Iy T Tu Ty = [y, Is) = iTa, (8.83)
Iy Ty — Ty I = [ e, In] = iSy, (8.84)
fj - I+ I - Jj = (Sjkjt- (8.85)

The following properties of the direct (Kronecker) products allow us to find the commutation relation also for the product operators.
= A (B+0), (8:56)
=(A-C)®(B-D). (8.87)
First, we derive commutation relations among operators of the form .#,;. Eq. @ shows that
29 ® (zﬂj . ]k) +2.4 ® (fk . (ﬁj) =254 ® (]] - I+ I - gfj), (8.88)
2(]j . jk) ® S £+ Z(fj . ﬂk) ® S = 2(,]]' - I £ S - fj) ® Fs. (8.89)

Therefore, the relations among %1z, 1y, #1. and 2z, S2y, F2. can be obtained simply by replacing subscripts z, y, z in Egs. 8.85)
by the subscripts 1z, 1y, 1z and 2z, 2y, 2z. This is written in a concise form in Eq. [8:29]
Second, we derive commutation relations between operators .#,; and 2.%,,.%,;. Their commutator is

[fnj, 290k Inil] = 290 InkInt — 2InkIn1In;j- (8.90)
Eq. implies
1
SjIok = (I @ It) - (St @ Ig) = (I - 1) @ (St - I) = ZJ]- ® Ik, (8.91)
1
SouS1j = (S1 ® i) - (Fj ® A) = (S I5) @ (I - Ji) = 175 ® I (8.92)

Therefore, 7191 — Hor-#1; = 0, ie., #1; and Sy (operators of magnetic moment components of different nuclei) commute and
can be applied in any order:

flj«fzk = jgkﬂlj (8.93)
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This allows us to switch the last two operators in Eq. @ and obtain the relation described by Eq. @
2Inj InkIntt = 2Ink Ini1Ing = 2905 InkInin — 290k Inj Inii = 20 Inj, Ink)Inii- (8.94)
Third, we derive commutation relations between operators 2.7, ;.%,,/; and 2.9, % /m
220 It 20k Inim] = 4905 I Ik Inim — 4Ink IntmIng Inil- (8.95)
We start by switching the commuting operators of magnetic moment components of different nuclei .%,,/;, p, and Z,,/,, Iy ;.
[2jnjyn/l» 2jnkjn/m] = 4jnj]nk]n/ljn/m — 4jnk]njjn/mjn/l' (8.96)
Then we use Egs. to express

2]njjnk = (]njjnk — jnkjnj) + (jnjjnk + ]nk]nj) = [fnj, ]nk] + 5jkL7t, (8.97)
—2I0kIng = (InjInk = InkInj) = (InjInk + InkIni) = [Inj, Pnk] — 6jut, (8.98)
2001 I mim = (It 1Znrm — IntmInit) + (It Inim + InrmInrt) = [t Intm) + O01m 4, (8.99)

=220 m It = (It nim — InrmZnt) — (i Inim + IarmInt) = [Inits Inrml — Oim 2. (8.100)

Inserting the obtained expressions into Eq. [§.101] results in Eq. [8-31]
[an]'jn’l: 2I kI nim) = 450 Ink It I m — 4InkIn; In'mInl =
([tﬂnj, ﬂnk] + 5jk(ﬂt)([(ﬂn/l, fﬂn/m] + 6lm=¢t) — ([efnj, efnk} — 5jk=ﬂt)([=ﬂn’l: =ﬂn’m] — Jlmtﬂt) = [,ﬂn]’, ']nk]élm + [fin’l» Jn/m}éjk. (8.101)
Note that

j=k=> [,ﬂn]’,,ﬂnk] =0, 6jk =1 (8.102)
l=m= []n’lvjn’m} =0, 6&m=1 (8.103)

8.9.5 Dipole-dipole relaxation

The Bloch-Wangsness-Redfield theory (see Section:7.10.3 describes also the relaxation due to the dipole-dipole interactions. The Liouville
- von Neumann equation has the same form as Eq.|7.41} only the chemical shift Hamiltonian is replaced by the Hamiltonian describing the
interactions of spin magnetic moments:

dAp

dt

In order to describe the dipole-dipole relaxation on the quantum level, it is useful to work in spherical coordinates and to convert the

product operators constituting the Hamiltonian Hp to a different basis. The operators I1;122, [1yl22, I12124, 11,12y are transformed using
the relation I+ = I, & ily):

P
=~ Hp, A, (8.104)

A~ A 1 ~ ~ ~ ~
Igla, = §(+Il+122 + I _1I2z), (8.105)
PUNN i ~ ~ ~ ~
IlyI2z - 5(_11-‘—[22 + 11—122)7 (8106)
PO 1 A PO
IIZIQ:D - 5(“1‘[12-[2-‘,- + IIZIQ—)7 (8107)
A i A PO
Ilzlgy = 5(—[1212+ + 11212,). (8.108)
Since
cosp +ising = e'?, (8.109)
cosp —ising = e”1¥?, (8.110)

3sin19c0519(f1$f22 cos p + flyfgz sin p + flzfgx cosp + flzfgy sin ).

3 ~ ~ . ~ N . A A . A A .
= 5 SiH’LgCOSﬁ(IlJrIQze_Mp +[1_Iz.e'% + IlZIQJre_Mp =+ Ilzfgfe“p) (8.111)
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The flegx, f1yf2y, flegy, f1yf2x are transformed in a similar fashion

hplay = i(+f1+f27 — oy —hiypdoy + I Ip-),
Ihylay = i(—f1+f2f + I _foy — Iipdoy + H-Ta),
.. 1 . . .. .. ..
Iiplay = Z(+11+I27 + Loy +Iiploy + 1 _1Iz),
. 1 . . .. .. ..
Iiylay = Z(+11+I27 + Loy —Iiyloy —Ii_Iz_),

and

3sin? ﬁ(flwfgw cos? o+ flyfgy sin? o+ flezy sin ¢ cos ¢ + flyfgm sin ¢ cos @) — (f1xf2x + flyfgy)

3 PO
=1 sin? 9 ( I14 Ia— (cos? ¢ + sin? ¢ + isinpcosp — isingpcosp

+f1_f2+(c052 @+ sin? p — isinpcosyp + isinpcosy
+f1+f2+(0052 Y — sin? @ — isinycos ¢ — isin ¢ cos ¢

)
)
)
+I1_Ir_(cos® p — sin® ¢ + isin @ cos @ + isin g cos p) )

1 ~ ~ ~ ~
71(211_4_[2_ +2[1_IQ+)

1. . 1. .
= 111+12_(3sin219 - 2) -+ 111_12+(3 Sin2 [ 2)

3. - ; 3. . )
+111+12+ sin? 9e—12¢ 1 111_12_ sin? Ye'2¥

1. = 1. .
= 7111+12_(3c05219 —-1) — 111_12+(3c05219 -1)

3. - ; 3. . )
+Zh+[2+ sin Ye—12¥¢ 1 111_12_ sin? Yel2¥. (8.112)

Using Egs. [8.111] and [8.112| and moving to the interaction frame (fn:l: — fnieii‘*’ov"t), Eq.[8.62|is converted to

AL = 7/1071;;/2 (flzfgz(3005219 -1)
477
1. ~ . 1. N .
7111_,_]2_(3 cos? ¥ — l)e'(“’ovlf“’oﬂ)t — 111_12+ (3cos? ¥ — l)eﬂ(“’ovl*“’oﬂ)t
3. ~ Lo 3. ~ . .
+§I1+Igz sin 19 cos e 1Pel(wo, 1)t | 511_122 sin 9 cos YelPei(wo, 1)t
3. . Lo 3. . . .
+§I1212+ sin 19 cos e 1 Pel(«w0,2)t | 511212_ sin 9 cos YelPei(wo,2)t
+§f1+j2+ sin2 e~ 12¢el(wo,1+wo,2)t | §f1_f2_ sin2 Yel2Pe—i(wo,1+wo,2)t )
4 4
zz7 7 1 +—7 7 1 —+ 7 7
= —b(2c** 1,12, — 56 Iy la — 50 I_Iay

3 PUNN PN PN PN PN PO
+ \/g (C+211+12z +c *l_Iz. + CZ+11ZIQ+ +cF 1o + C++Il+lz+ + C__Ilflzf) ) . (8.113)

The difference of the density matrix from its equilibrium form, written in a bases including the operators used to define Hp, is in
general

Ap=dily +dihi, +dishiy +di_Di- +dosdo, +doyToy +do_To
+ doshishoy +dy—Tiyio +dy By _doq +dysliploy +dyli oy +doyDiodoy +doediodo +dyyTipdoy +de—Ti_Io_.
(8.114)
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However, here we analyze only evolution of dlzfu, dnggz, d1+f1+, needed to describe relaxation of A(My ;), A(My ;), and (M7 4).
Similarly to Eq.[7.47 the dipole-dipole relaxation is described by

e / (B (0), [Ap (1), Adldt (8.115)
0

The right-hand side can be simplified dramatically by the secular approzimation as in Eq. all terms with efi“o.nt are averaged

to zero. Only terms with (¢2#)2, ¢*t¢*—, ¢t#2¢=%, ¢ct—c~+, and c¢t+c~— are non zero (all equal to 1/5 at t; = O) This reduces the
number of double commutators to be expressed from 81 to 9 for each density matrix component. The double commutators needed to
describe relaxation rates of the contributions of the first nucleus to the magnetization (M1.) and (M14) are

[ 2z, [hzhz,hz]] =0, (8.116)
[ 1-dag, [11+127,11z]] = n2(I1, — I2y), (8.117)
[ vada [T 12+,Ilz]] = 12(I1. — Is.), (8.118)
[ 141z, 11712Z711z}] = 5ﬁ2f1z, (8.119)
[ 1- 12z, 11+I2z,11z}] = %ffﬁz, (8.120)
[i foy, 11Z12,,112}] =0, (8.121)
[ 121 77[Ilzl2+7llz}i| =0, (8.122)
[f1+12+,[11 12_,1121] = 12 (Ihs + I22), (8.123)
[ 1-Ir, 11+I2+,11z]] =12 (I1z + I2z), (8.124)
[ 2z, [11212271221] =0, (8.125)
[ 1 Aoy, [Ty da 12z]] =02 (Isz — I12), (8.126)
[f w I I 12+7122]] = h2(I2s — I12), (8.127)
[f1+12m 117[2z7[2z}i| = 5h2f2z, (8.128)
[ 1-12z, 11+I2z,f2z}] = %thzz, (8.129)
[i | 11212_,122}] -0, (8.130)
[f1zf27, Ilz12+,f2z]] =0, (8.131)
[ 1idoy, [hTa Izz]] = 12 (T2 + I12), (8.132)
[ 11, Il+12+712z]] =02 (Iaz + I12), (8.133)

13Averaging over all molecules makes all correlation functions identical in isotropic liquids.
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[ 2z, 11ZI2Z711+]] = ih2f1+7 (8.134)
[ L 1 12+,11+]] =2, (8.135)
[ - 2+,[11+12ﬂ11+]] = (8.136)
[ 14 Tas, [11_122,114] %thH, (8.137)
[f1i-faz, 1 Do, Tay]] = 0, (8.138)
[ Iy, [1zda, IH]] 7h/2f1+, (8.139)
[ 1do, 11Z12+,11+]] 7h2f1+, (8.140)
[ vidog ([ 12_,11+]] (8.141)
[ - [11+12+,11+]] = 552f1+. (8.142)

The relaxation rates can be then derived as described for the relaxation due to the chemical shift in Section [7.10.3}
For AM; .,

(AMy;) = Tr{ApM1.} = NyTr{Apl1,}. (8.143)
As discussed in Section [7.10.3] the orthogonality of basis matrices reduces the left-hand side of Eq. [8.115|to

ddlz 2
1. 8.144
dt 1z ( )

Expressing the terms with the non-zero double commutators in the right-hand side of Eq. results in six integrals

- | |y — s s s s
djl Te{l.]1.} = — Zb2/0+—(0)c—+(t)el(“’°~1 “’Ov?)tdt-i—Zb2/0—+(0)c+—(t)e Hwo,n=wo.2)tqy | dy (Tr{l1.11.} — Tr{l2. T2, })
0 0
3200“7_21041” 32mﬁ —iwo 1t P

— Zb ct2(0)c==(t)e'?0: dt—&-zb c=%(0)ct=(t)e Atde | diTe{l1. 112}
0 0

- (5 [ e @etnteatar 4 262 [ @t @ oot | (dy. (Tr{ha ) + Te(ha.fac)).
0 0

(8.145)

As both sides of the equation contain the same coefficients, dnzTr{IAnzIAnz} can be converted to A(Mpz):

A(Mi, 1y [ 1L F
d8M.) <dt1 - Zb2/c+—(0)c—+(t)e‘<ww ”012)tdt+Zb2/0—+(0)c+—(t)e (w0 mwo.2)bdg | (A(M1z) — A(Maz))
0 0
32"07_1“) t 3200_7—iw t
— Zb ct2(0)c=(t)e'“01tdt + Zb c=%(0)ct2(t)e™'wo1tdt | A(M;y)
0 0
- b2/c++(0)c——(t)ei(w°~1+“’0v2>tdt+ ng/c——(O)C'H'(t)e’i<°"0v1+“’0:2)tdt (A(M1.) + A(Ms.)).  (8.146)
0 0

If the fluctuations are random and consequently stationary, the current orientation of the molecule is correlated with the orientation
in the past in the same manner as it is correlated with the orientation in the future (see Section [7.10.3), and the bounds of the integrals
can be changed
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dA((?fu) __ (;bQ / mei(wo‘lfwog)tdtﬂ_ éb2 / C_+(0)c+_(t)ei(w0,1wo,2>tdt> (A(My,) — A(Mss))
32m7,1w t 32m77—m t
- gb ct2(0)c=#(t)e'0 1 dt + gb c™#(0)ct=(t)e™'¥0:1%dt | A(Mi,)
3, 1 3, -
- Zb2/c++(0)c**(t)ei(“’ovlJ““’Ov?)tdt+Zb2 / == (0)ctF (e i wortwo)tgs | (A(My,) + A(Maz)). (8.147)
— 00 — o0

Collecting the real parts of integrals preceding A(M.) of the same nucleus, noting that they are identical with the definitions of the
spectral density functions, and assuming J(w) = J(—w),

dA(M 1
% = - ng(QJ(WO,l —wo,2) + 6J(wo,1) + 12J(wo,1 + wo,2)) A(M12)
1
+ ng(QJ(WO,l —wo,2) — 12J(wo,1 + wo,2)) A(Mz2.)
= — Ra1A(Mi1.) — RxA(May). (8.148)
The corresponding expression for relaxation of A(M>s.) is obtained in the same manner (or simply by switching subscripts 1 and 2 in
the result):

% = - ébQ(l](wo,z —wo,1) + 6J(wo,2) + 12J(wo,2 + wo,1)) A(Maz)
+ ébQ(ZJ(wog —wo,1) — 12J(wo,2 + wo,1))A(Miz)
=~ RusA(Mas) — ReA(Mi.). (8.149)
The same approach is applied to Miy.
A(Mi4) = (Miy) = Tr{ApMi 4 }. (8.150)

The operator of M1 for one magnetic moment observed is

M1+ =N71f1+ =N71(flz+if1y). (8.151)
Due to the orthogonality of basis matrices, the left-hand side of Eq. [8.115|reduces to
ddi+ »
d;* Jypeiwort (8.152)

The terms with the non-zero double commutators in the right-hand side of Eq. [8.115] give six integrals

oo oo oo
dii;; Te{f1_I4} = —b? /cZZ(O)cZZ(t)dt+ Z /c2+(0)c2*(t)eiw012tdt+ % /cZ*(o)cH(t)e*i“O)?tdt
0 0 0

+

| =
~w

o0 oo o0
/c**(0)c*+(t)ei<wﬂ«1*“’0v2>tdt+ /c+z(0)cfz(t)ei“’°11tdt+g/c**(0)c++(t)e’i(“’ﬂvl*‘“o?)tdt dio Te{l_ T4}
0 0 0

(8.153)

The same coefficients in both sides of the equation allow us to replace dyy Tr{l;_I11} by (M4 ):

oo o0 oo
{ d1t+> = -b? /CZZ(O)CZZ(t)dt+ Z/CZ+(O)CZ*(t)e“"°v2tdt+%/CZ*(O)0Z+(t)e7'w0v2tdt
0 0 0
| — C — 3 f—
+ Z/c+*(0)0*+(t)ei<“’"*l*““'Z”dt+ Z/c“(O)C*z(t)ei“"’v”dtJr 5/c**(0)c++(t)e*“wUﬂl*“M)tdt (M14).
0 0 0

(8.154)
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Like in the expression for A(M;.), the bounds of the integrals can be changed

oo (oo} (oo}
M 1 - 3 3 F
<d1t+> =3 / cF(0)e= (Bt + ¢ / e (0)er~ (B 02dt + 2 / == (0)ex T ()e 102 dt
— 00 — 00 — o0
1 T i(wp,1—wp,2)t 3 T iwg 1t 3 T —i(wp,1+wp,2)t
+ 3 ct=(0)c—*(¢)e'\w0,17w0,2 dt+§ ctZ(0)c—=(t)e'v0:1 dt+1 ¢ (0)ctt(t)e W01 Tw0,2)8q¢ | (M4 )

(8.155)

and the real parts of the integrals can be identified with the spectral density values (assuming J(w) ~ J(—w)), providing the final
equation describing relaxation of the transverse magnetization of the first nucleus:

d(M 1 1
(M) — _§b2(4J(O)+6J(w072)+J(w0,1—w0,2)+3J(w0,2)+6J(w071+w072))<M1+> = —Ro1{Miy)=— (Ro,l + 5R31> (M14). (8.156)

dt

8.9.6 Two magnetic moments in thermal equilibrium

The initial density matrix describing an ensemble of pairs of nuclear magnetic moments is derived in a similar manner as outlined in
Section m for an ensemble of isolated nuclei. Again, we start from the thermal equilibrium and use the Hamiltonian. The difference
from the case of isolated nuclei is that Hamiltonian must be represented by a 4 X 4 density matrix in order to describe a pair of mutually
interacting nuclei. If secular approximation is applicable, the matrix representation of the Hamiltonian is diagonal. In general, the
Hamiltonian should include effects of the external field B—E), of chemical shifts of both nuclei, and of their coupling. However, the dipolar
coupling in isotropic liquids is averaged to zero. It is therefore sufficient to write the total Hamiltonian as

10 0 O 1 00 O
. . A hl01 0 O hl0—-10 0
H = 77130(1 +5i,1)11,z 77230(1 +5172)[272 = *'YIBO(l +5i,1)5 00-1 ol~ 7230(1 +5i,2)5 o 01 o
00 0-1 0 00-1
—y1(1+6i,1) — y2(1 + 6i,2) 0 0 0
_ Boh 0 —v1(1 4+ 8i1) +72(1 + 6i,2) 0 0
2 0 0 +y1(1 4+ 6i,1) — v2(1 4 6i,2) 0
0 0 0 Fy1(1+8i1) +72(1 + 8i2)

Eaa 0 0 O
0 s O O
0 0 & 0 | (8.157)
0 0 0 &p

where the diagonal elements (eigenvalues) are the energies of the eigenstates of a single pair of magnetic moments.

As explained for the isolated nuclei, the off-diagonal elements of the equilibrium density matrix (coherences) are equal to zero. The
four diagonal elements (populations) represent statistical weights in the relation describing the expected energy of the ensemble of pairs of
coupled magnetic moments

(E) = Paafaa + Pap€ap + P3alpa + PssEas, (8.158)
The values of the populations are obtained as described in Section m

pea _ o~ aa/bnT ~ et (8.159)
aa e—Eaa/kBT 4 ¢=€ap/kBT 4 ¢=€3a/kBT | o—€3s/kBT 4 ’ ’
. e—Eap/kBT 1— If;f’T
Pop = o—Eaa/kBT | o-Cap/ BT | o—Epa/kBT | o—E€ap/knT N (8.160)
P = B s (8.161)
Ba ™ o—Eaa/kpT 4 o—Eap/kBT | o~Esa/kBT | o~Esp/kpT ~ 4 ’ ’
PE% _ e~ Esp/kBT - 1-— %’ (6.162)

e—€aa/kBT 4 ¢=€ap/kBT | ¢=€pa/kBT 4 o~Epp/kBT 4
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and approximating the exponential terms by their linear expansions

Pas ~ ﬁ — LR
P ﬁ i-f'%(l +5i,1)%
sz ~ ﬁ =1 -7(1 +5i,1)8l:10321
P;% ~ ﬁ = i -m1+ 51,1)8i;};

+72(1 4+ di2)

—v2(1 4 d;,2)

+72(1 4 di2)

- 72(1 + 6i,2)

L Boh
4 " RkeT
1 i Boh
4 8kpT
1 Boh
4 8kpT
1 Boh
1 8ieT

Boh

2 ks T’

Boh

2 Sk

T
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(8.163)

(8.164)

(8.165)

(8.166)

(8.167)
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Lecture 9
Two-dimensional spectroscopy, NOESY

Literature: A very nice explanation of the principles of two-dimensional spectroscopy can be found
in K8.1-K8.2. The idea of 2D spectroscopy, but for a different type of experiment (COSY) is also
presented in C4.1, LL5.6 and L5.9.

9.1 Two-dimensional spectroscopy

NMR spectroscopy based on application of short radio-wave pulses gives us an opportunity to display
frequencies of multiple magnetic moments in multiple dimensions of a single multidimensional spec-
trum. The great advantage of this approach is the possibility to immediately see various correlations
among the observed nuclear magnetic moments and use this information in the structural analysis
of the studied molecule. When working with large molecules (proteins, nucleic acids), spectra with
three and more frequency dimensions are recorded routinely. In our course, we analyze only two-
dimensional experiments, but we try to understand in detail how various correlations of interacting
magnetic moments are encoded in the spectra. Before we reach this point, we have to learn the basic
principle.

In order to explain principles of 2D spectroscopy, we first analyze an experiment consisting of
three 90° pulses and two delays preceding the data acquisition. Later we learn that this experiment
is abbreviated NOESY and serves as a source of information about interatomic distances, but now
we use it just as a simple example. Application of three radio-wave pulse is already an advanced
experimental approach, deserving a clear formal presentation. The experiment can be described as

a(m/2) 0y, — t1 —c (7/2)2q — T —e (7/2)4¢ — t2(acquire).

However, a pictorial representation shown in Figure is more usual and practical.

In the drawing presented in Figure [0.1] each application of radio waves is represented by a black
rectangle. In our experiments, all rectangles have the same width because all pulses have the same
duration. Later we discuss experiments that combine 90° and 180°. In schemes of such experiments,
90° and 180° pulses are represented by narrow and wide rectangles, respectively. Durations of the
delays between the pulses are described by time variables ¢; and 7, the time-dependence of the
acquired signal is labeled t5. In our analysis, we describe the density matrix just before and after
pulses, as indicated by arrows labeled by letters ”a” to ”f” in Figure (9.1}
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a b ¢ d e 't

Figure 9.1: Schematic drawing of a two-dimensional NMR experiment.

9.2 Evolution in the absence of dipolar coupling

We start with an analysis for two non-interacting magnetic moments, e.g. of two protons that have
different chemical shift d;; and ¢; 2, and are far from each other in a moleculeE] The pair of protons
is an example of a homonuclear system, where all nuclei have the same magnetogyric ratio . Before
we analyze evolution of the density matrix in a 2D experiment, we must define its initial form. Like
in the case of the isolated nuclear magnetic moments, we assume that the experiments starts from
thermal equilibrium. Therefore, we use p°, derived in Sections and [8.9.6] as p(t = 0) Since we
have neglected the very small effect of different chemical shifts in Eq. the values of k are also
the same for both protons. As in the one-pulse experiment, we follow the coherent evolution of p
step-by-step, and add the effect of relaxation ad hoc.

pla) = %ft + %m(ﬂlz + .%.)
We start from the thermal equilibrium described by Eq. [8.40 Note that the matrices are
different than for the single-spin mixed state, but the constant is the same. Moreover, only
Iy, S5, o, contribute to p(a). If the magnetic moments do not interact, no 2.4 ;% operator
(where j, k € z,y,z) contributes to any Hamiltonian. As a consequence, the ., and %,
components of the density matrix evolve separately, following the same rules as described for
#,. Therefore, we can use Eq. to analyze the evolution, we just repeat the analysis twice
for 4, and %, treating both as .Z, in Eq.[6.11]

p(b) = 354 + 3K(= Iy — Sy)

Here we describe the effect of the 90° pulse. For detailed analysis, see the one-pulse experiment.
ﬁ(C) = %jt + %Ii (- COS(Qﬂfl)fﬂly + Sin(Qltl)JM - COS(QQtl)jgx + SiD(QQtl)jgy)

Here we describe evolution during t; exactly as in the one-pulse experiment. To keep the equa-
tions short, we replace the goniometric terms describing the evolution by (time-dependent)
coeflicients C11, C21, S11, and S91-

plc) = %fﬂt + %Fé (—c11I1y + 51112 — cnIoy + 52150;)

The coefficients c¢11, ¢a1, S11, and so; deserve some attention. First, note that the first subscript
specifies the nucleus and the second subscript specifies the time period (so-far, it is always 1

'Protons in propynal (H-C=C-CO-H) may serve as an example.
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because we have analyzed only evolution during ¢;). Second, we include the effect of relaxation
into the coefficients:

c1p — e F2ali cos(Q4t) s1; — e T2t gin(Ot))

o1 — e F22h cos(Qyty) o1 — e 228 gin (Qyty)

e p(d) = %«ﬂt + %ff (—cn1 A1 + 511510 — c1-5o: + S21.52,)
Here we analyze the effect of the second 90° pulse, similarly to the step a — b. The z-pulse
does not affect the x magnetization, but rotates the —y magnetization further to —z. The final

magnetization is parallel with EO, but the equilibrium polarization is inverted.

e ple) =7
This is a new case, it should be analyzed carefully. Here we perform the analysis for a large
molecule such as a small protein: In proteins, M,, M, relax with Ry > 10s™! and M, with
R, ~ 1s7!. The delay 7, is usually longer than 0.1s. Let us assume 7, = 0.2s and Ry =
20571, After 0.2s, e o™ = 720x02 — =1 ~ (.02. We see that M,, M, relaxes almost
completely. Therefore, %1, #,, %2, F2, can be neglected. On the other hand, e~ 1™ =
e 1X02 — 702 ~ (.82, We see that M, does not relax too much. Therefore, we continue
analysis with %, %.. The .#,, %, terms do not evolve because they commute with 7 =
A1, + Q9.7,. Consequently,
ple) = %ft + %ff (_eiRlecllflz — eiRleC21j2z) = %ft — A1 S — Ay I
We further simplified the notation by introducing the factors A; and As. Again, we include
the relaxation effects into A; and Ay when we express the measurable signal:
A — feimme)y = Bemfuimme 2l cog(Q)yt)

Ay — ge*RvaTmcm = ge*RLZ’T‘“e*RQth1 cos(Qaty)

° ﬁ(f) = %ﬂ + A1f1y + Agfgy

Here we analyze the effect of the third pulse, in the same manner as we analyzed the first pulse.

L] ﬁ(tQ) == %:ﬂt + .Al (COS(Qth)jly — SiH(Qltz)flx) + AQ(COS(QQtQ)ny — Sin(Qgtg)jgz)
In the last step, we analyze evolution during the data acquisition.

9.3 Signal modulation in a two-dimensional experiment

Having p(t2), we can calculate (M,). As the size of the matrices increased, it is more convenient
to use the orthonormality of the basis than to calculate all matrix productsf| It follows from the
definition of orthonormal matrices that for the two-spin matrices

Tt { o Ips +15y)} = 1, (9.1)
Tt { Iy (Ins +150y)} = 1, (9.2)

20rthonormality for a set of matrices /Alj is defined as Tr{A;Ak} = 0k, where 0;;, =1 for j =k, 0;, = 0 for j # &,

and A}L is an adjoint matrix of /lj, i.e., matrix obtained from Aj by exchanging rows and columns and replacing all
numbers with their complex conjugates.
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and traces of products with other matrices are zero. Applying the orthonormality relations to
the product of M, with the obtained p(¢2) and introducing relaxation, we get

(M.} = Tr{p(ta) . }
= Nk (Ai(e” ™12 cos(Qte) Tr { A1y (S1g + Foy)} — e 212 sin(Quto) T { A1 ( Iy + SFoi)})
+A2(6_R2’2t2 COS(QQtQ)TI“ {fgy(cﬂp,_ + f2+)} — e_RQ’QtQ SiH(QQtQ)TI' {ﬂgx(gﬂH_ + j2+)}))

= N~vhA, (eRQ’lt2 cos(ity) — %e’R"”th sin(Qltg))
+ NyhA, (eR“t2 cos(Qaty) — %e’R“tQ sin(QQt2)> : (9.3)

Note that the resulting phase is shifted by 7/2 similarly to Eq. [7.28] but in the opposite direction.
After applying the phase correction, Fourier transform of the signal provides spectrum in the form

(cf. Eq. [7.30)

A1 Ry AsRs 5 . Al(w - Ql) A2(W - 92) ))
h : : — .
N ((R o0 TR (- ap) (R o0 Rt - 0P
(9.4)

RY ()}
Y ()}

1

w w

Q9

In the one-dimensional experiment, A; and A, just scale the peak height. However, they depend
on the length of the delay t; in our two-dimensional experiment. If the measurement is repeated
many times and ¢; is increased by an increment At each time, the obtained series of 1D spectra is
amplitude modulated by c1; = e~ 212 cog(Qqt1) and ¢y = e 12282 cos(yt;). Since the data are stored
in a computer in a digital form, they can be treated as a two-dimensional array (table), depending
on the real time ¢, in one direction and on the length of the incremented delay t; in the other
directions. These directions are referred to as the direct dimension and the indirect dimension. The
Fourier transformation can be performed in each dimension providing direct frequency dimension and
indirect frequency dimension.

Since we acquire signal as a series of complex numbers, it is useful to introduce the complex
numbers in the indirect dimension as well. It is possible e.g. by repeating the measurement twice for
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Transmitter on

t T, t
Transmitter offﬂ ! ﬂ - ﬂ 2
Receiver on ‘

Receiver off

: fi

12 fa fo

Figure 9.2: Principle of two-dimensional spectroscopy (experiment NOESY). The acquired signal is shown in red,
the signal after the Fourier transformation in the direct dimension is shown in magenta, and the signal after the Fourier
transformation in both dimensions is shown in blue.

each value of £, each time with a different phase of the radio waves applied during the second pulse.
First we acquire the signal with the second pulse applied with the same phase as the first pulse. Such
a phase is labeled z in the NMR literature. Then, we repeat the acquisition with the phase of the
radio waves shifted by 90° during the second pulse. Such a phase is labeled y in the literature. The
former case was already analyzed above. In the latter case, the .#;, and .#, components are not
affected and relax during 7,,,, while the .#;, and %, are rotated to —.%;, and —.%;,, respectively,
and converted to the measurable signal by the third pulse. Because the .#;, and %, coherences
are modulated by s1; and so1, A; and Aj oscillate as a sine function, not a cosine function, in the
even spectra. So, we obtain cosine modulation in odd spectra and sine modulation in even spectra.
The cosine- and sine- signals are then treated as the real and imaginary component of the complex
signal in the indirect dimension. Complex Fourier transformation in both dimensions provides a
two-dimensional hypercomplex spectrum, with each point described by two complex numbers. The
advantage of such spectrum is that the positive and negative values of the frequency offset can be
distinguished in both dimensions. The method described in this paragraph was introduced by States,
Haberkorn, and Ruben. In practice, other methods are also used to discriminate the positive and
negative frequency offsets in the indirect dimension, but they are not described here.
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9.4 NOESY

If the two-dimensional spectra looked exactly as described in the preceding section, they would not
be very useful because they would not bring any new information. The same frequencies would be
measured in the direct and indirect dimension and all peaks would be found along the diagonal of the
spectrum. What makes the experiment really useful is the interaction between magnetic moments
during 7,,. Such approach is known as Nuclear Overhauser effect spectroscopy (NOESY) and is used
frequently to measure distances between protons in molecules.

As described by Eq. , relaxation of nucleus 1 is influenced by the state of nucleus 2 (and vice
versa):

_% = R A(My.) + R A(My,) (9.5)
_% — RuwA(Ms.) + ReA(M,.). (9.6)

This set of equations is solved and the solution is analyzed in Section [9.5.1, The analysis shows
that the amplitudes A; and Ay depend on both frequencies 1 and Qy (contain both ¢1; and ¢g1).
Therefore, the spectrum contains both diagonal peaks (with the frequencies of the given magnetic
moment in both dimensions) and off-diagonal cross-peaks (with the frequencies of the given mag-
netic moment in the direct dimension and the frequency of its interaction partner in the indirect
dimensionED.

The presence of the cross-peaks provides very useful qualitative information about the studied
molecules. It tells us which nuclei are close in space. Such knowledge of spatial proximity often allows
us to assign measured frequencies to the hydrogen atoms in the studied molecule. But we often go
further and analyze the intensities of the cross-peaks quantitatively. As shown in Section [0.5.2] the
height of the NOESY cross-peaks Y.« depends on two factors: on the dynamics of the molecule
and on the distance of the interacting nuclei. Depending on the motions on the molecules, the peak
height can be positive or negative. If the molecular motions are slow the cross-peaks have the same
sign as diagonal peaks. However, if the molecular motions are fast (e.g., if the molecule is small),
the sign is opposite. Obviously, there is a range of molecular motions that make the peak height
close to zero. In such case, other NMR techniques than NOESY should be applied. If the dynamics
of the molecule is favorable (sufficiently fast or slow), the dependence on the distance between the
interacting nuclei can be used to estimate distances in the molecule. For short 7, the cross-peak
height is approximately proportional to =% The studied molecules (especially large molecules like
proteins or nucleic acid fragments) often contain pairs of protons with a well-defined geometry. For
example, the distance between geminal protons in the CHs group is 0.17nm, distances between
protons in the ortho- and meta- positions in aromatic rings are 0.25nm and 0.42nm, respectively.
Such distances can be used as a reference for the measurement of unknown distances. If we assume
that two protons have a similar dynamics as a reference pair of protons, the ratio of the heightsﬁ of
the cross-peaks of the investigated and reference proton pairs is

3The direct and indirect dimensions are defined in Section
4Volume (integral) of the peak gives more accurate distances because it is not influenced by the relaxation during
measurement. On the other hand, measurement of peak volumes may be difficult in crowded spectra of large molecules.
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Ymax Tref 6
= . 9.7
Yma.x,ref ( r > ( )
Therefore, the unknown distance r can be calculated as
Ymax re
" = Tref 6 Ymajx f- (98)

It is quite remarkable that the dipole-dipole interaction allows us to measure distances nine orders
of magnitude shorter than the wave length of the used electromagnetic waves.

HOMEWORK

Analyze the intensities of the NOESY cross-peaks (Sections 19.5.1) and [9.5.2] using Eq. from
Section [8.7])
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9.5 DERIVATIONS

9.5.1 Quantitative analysis of cross-relaxation in NOESY

As described by Eq. [8.33] relaxation of nucleus 1 is influenced by the state of nucleus 2 (and vice versa):

—% = Ra1 A(Mi12) + RxA(Maz) (9.9)
—% = R32A<Mgz> +RXA<M1Z>. (9.10)

The analysis greatly simplifies if the auto-relaxation rates are identical for both magnetic momentsﬂ Then,

—% = RaA(My.) + ReA(Mas), (9.11)
_% = RaA(Ma.) + ReA(Myy). (9.12)

Such set of differential equations can be solved easily e.g. by the substitutions Ay = A(M1.)+A(Ma,) and A_ = A(Ma,) — A(Miz).
The result is

AL = Ay (0)e~ Fat i)t (9.13)
A_ = A_(0)e” Fa— )t (9.14)
Returning back to A(M;.) and A(Mas.),
A(M1z) = (1= OA(M12)(0) + CA(Mz:)(0)) e~ Fat R, (9.15)
A(Mzz) = (1= QA(M2:)(0) + CA(M1:)(0)) e~ Fat R, (9.16)

where ¢ = (1 — e2f*xt) /2. Therefore, the amplitudes .A; and A3 in our two-dimensional experiment are

A= g((l — Q)ern + Cear)e” Fat )™, (9-17)

Az = g((l — {)ezr + Cery e Fatfx)mm, (9.18)

9.5.2 Intensity of NOESY cross-peaks

The intensity (measured as peak height or peak integral, i.e., volume) of the cross-peaks is proportional to the amplitudes A; and As.

Here we analyze how Ay and Az decay during 7m. The overall loss of signal (”leakage”) due to the R; relaxation is given by e~ (Ra—=Rx)™m
and intensities of the cross-peaks are given by the factor
Ce_(Ra‘FRx)Tm — _% (eRme — e_Rx7m> e_RaTm. (919)

For short 7y, efix™m _ e~ RxTm 14 Rymn — 1 4+ Rymm and e~ Fa™m ig close to one. Therefore, the expression describing the cross-peak
intensities can be approximated as

1
_ 5 (eRme _ e*Rx‘Fm) e~ Ra™m o — RxTm (9.20)

and Ry can be expressed explicitly using Eqs. [8.33] and [8-36]

L Batm _ o~ FRxrm) o= Ramm A _ (102 R
-5 (e —e )e ~ —RyTm = (g) 5 (J(0) = 6(20))7im, (9.21)

where the difference of the precession frequencies due to different chemical shifts was neglected (assuming wg,1 = wp,2 = wo because
71 = 72 and |wo,1 — wo,2| is ~ 107 %wp,1 or lower). The obtained result shows that the cross-peak intensity is proportional to 7~6 and

5This is a reasonable assumption for protons with similar dynamics and in similar chemical environment.
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to J(0) — 6J(2wp) in the linear approximation. In order to investigate the impact of the dependence on J(0) — 6J(2wp), we calculate the
spectral density function for a simple correlation function of a rigid spherical molecule (Eq. [2.3):

oo oo
1 . 1 _iwrctl 2 2 1—i 2
Jw) =R / Zemt/moemiwtgr \ = o /7e oty = 7&3{,770} = 79%{ e f“”c} =2 TC . (922
5 5 5 iwre + 1 5 1+ iwte 1 — iwte 51+ (wre)?

—0o0

Setting w = 0, we obtain J(0) = %Tc.

If the molecular motions are slow, 7¢ is long and 2worc > 1 = J(2wo) < %Tc = J(0) > 6J(2wp). Therefore the cross-peak intensity
proportional to J(0) — 6J(2wq) is positive (i.e., cross-peaks have the same sign as diagonal peaks).

If the molecular motions are fast, 2woTc < 1 = J(2wo) =~ %TC = J(0) = %TC < 6J(2wp) = 6 x %TC. Therefore the cross-peak
intensity proportional to J(0) — 6.J(2wp) is negative (i.e., cross-peaks and diagonal peaks have the opposite sign).
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Lecture 10
J-coupling, spin echoes

Literature: The through-bond coupling (J-coupling) is described in L.14 and L15, the Hamiltonian
is presented in 1.9.4 and J-coupled spins are described in L.14.2, 1L14.3, and L14.5. Spin echoes are
nicely described in K7.8 and also presented in LA.10.

10.1 Through-bond coupling

Magnetic moments of nuclei connected by covalent bonds interact also indirectly, via interactions with
magnetic moments of the electrons of the bonds. This type of interaction is known as J-coupling,
through-bond coupling, or indirect spin-spin coupling. A magnetic moment ps is a source of a magnetic
field that perturbs the distribution of electrons. Such a distortion (perturbation of the electron spin
states or modification of electron orbital magnetic moments by altering the magnetic field felt by the
electrons) modifies a magnetic field at the site of p1. The fact that such indirect interaction exists is
itself not surprising. But it is less obvious (and was surprising when first observed) why the indirect
interaction is not averaged to zero in isotropic liquids. Before we discuss this mystery, we write down
a general form of a Hamiltonian representing a contribution of the coupling to the magnetic energy of
a pair of interacting nuclear magnetic moments. For example, if nucleus 2 generates (indirectly, via
interactions with the electrons as descried above) a field B, at the site of nucleus 1, then coupling with
[io contributes to the energy of the magnetic moment fi; by —fiy - B,. In general, each component of
the field felt by magnetic moment 1 (e.g. of 'H) depends on all components of the magnetic moment
2 (e.g. of 13C), similarly to the through-space dipole-dipole coupling. Therefore, the interaction is
described by a tensor (like chemical shift or dipolar coupling):

B2,x
HJ - _’V(leBZa: + Iy1B2,y + ]zB27zl) = _/Y(le Ily Ilz) B2,y -
BQ,Z
Jmc Ja:y Ja:z jlw A, A,
= 27T(]1x Ily ]12) Jyx Jyy Jyz Ily = 27T_[1 l . _[2. (101)

sz Jzy Jzz Ilz

To proceed, we should investigate the physical origin of the interaction. As briefly discussed
in Section [10.9.1, the major contribution to the J-coupling in most molecules is an interaction
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mediated by electrons occurring at the same positions as the nuclei. Obviously, interaction of such
electrons with the nuclei does not change as the molecule rotates. As a consequence, the J-tensor has
a dominant isotropic (orientation-independent) component, whereas the anisotropic part is usually
small (and difficult to distinguish from the dipolar coupling). Therefore, only the isotropic component
of the tensor is considered and the anisotropic component is neglected in practice. The isotropic
component is defined as described in Section for the chemical shift tensor]l]

Jxx 0 0 100 100
o[ 0 Jyy O :27rJXX+‘]§Y+JZZ 010 =2xJ (010 ]. (10.2)
0 0 Jy 001 001

The unit matrix tells us that we can replace the tensor J (represented by a 3 matrix) in the
Hamiltonian by a scalar value (single number) J. Accordingly, the J-coupling is often called scalar
coupling (implying that the anisotropic component is neglected). The value of the constant J can
be positive or negative, depends on the actual distribution of electrons, and its calculation requires
advanced quantum chemistry methods. The factor of 27 reflects the convention to express .J in the
units of Hz. Note that the J-coupling does not depend on the external magnetic field Bo. Therefore,
it does not make sense to express J in relative units (ppm). Proton-proton J-coupling is significant
(exceeding 10 Hz) up to three bonds and observable for 4 or 5 bonds in special cases (planar geometry
like in aromatic systems). Interactions of other nuclei are weaker, but the one-bond couplings are
always significant (as strong as 700 Hz for 3'P-'H, 140 Hz to 200 Hz for '3*C-'H, —90 Hz for '>'N-'H in
amides, 30 Hz to 60 Hz for *C-13C, —10Hz to —15Hz for '3C-1"N). Typical values of two-bond (%.J)
and three-bond (3.J) 'H-'H couplings are —15Hz and 0 Hz to 20 Hz, respectively. As the value of J
is given by the distribution of electrons in bonds, it reports the local geometry of the molecule. In
particular, three-bond scalar couplings can be used to measure torsion angles in molecules.

10.2 Secular approximation, averaging, and relaxation

If the anisotropic part of the J-tensor is neglected, the J-coupling does not depend on orientation
(scalar coupling) and no ensemble averaging is needed. The secular approximation is applied like in
the case of the dipolar coupling.

INote that it is sufficient to consider only the average of the diagonal elements of the tensor J = (Jxx+Jyy+Jzz)/3
if the anisotropy (2Jzz — Jyy — Jxx)/6 and rhombicity (Jxx — Jyy)/2 are equal to zero.
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Figure 10.1: J-coupling. A, probability of finding an electron in the hydrogen atom at particular coordinates is
described by the probability density p. The probability density described by the orbital 1s (depicted as a sphere) has
non-zero value at the position of the nucleus (shown in cyan). Therefore, there is a non-zero probability of finding
electron (red circle) exactly at the site of the nucleus. The field produced at the site of the nucleus by the electron’s
magnetic moment (red arrow) does not depend on the orientation of the atom if the positions of the nucleus and
electron coincide. Therefore, the interaction of the nucleus with the electron is not averaged to zero if the atom
rotates isotropically. B and C, the probability density described by the sigma orbitals (depicted as an ellipsoid) in
molecules has also non-zero values at the sites of nuclei. The spin state of the electrons in the bonding sigma orbital
is a superposition of the |a) ® |8) and |8) ® a| eigenstates (indicated by the opposite direction of the red arrows),
perturbed by the magnetic moment of the nuclei. The parallel orientations of magnetic moments is energetically
favorable for a nucleus and an electron sharing its position.

The Hamiltonian of scalar coupling, i.e., of J-coupling with the small anisotropic contribution
neglected, has one of the following forms.

e In the case of magnetic moments with the same v and chemical shift, precessing about
the z axis with the same precession frequency,

A~

HJ =mJ <2j12f22 + Qflegx + 2j1yf2y) . (103)

e In the case of magnetic moments with different v and/or chemical shift, precessing about
the z axis with different precession frequencies,

.H_] - 27T=]jlzj22 =7J (2f1zfgz) . (104)

In principle, the anisotropic part of the J-tensor would contribute to relaxation like the anisotropic
part of the chemical shift tensor, but it is small and usually neglected. The scalar coupling (described
by the isotropic part of the J-tensor) does not depend on the orientation. Therefore, it can contribute
to the relaxation only through a conformational or chemical exchange. Conformational effects are
usually small: one-bond and two-bond couplings do not depend on torsion angles and three-bond
coupling constants are small. In summary, relaxation due to the J-coupling is rarely observed.
However, the J-coupling influences relaxation of the sample in another way. As described in Sec-
tion [10.3] J-coupling creates density matrix components relaxing with different rates than .#;, and
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S5, analyzed in Sections and [8.9.5]

10.3 Density matrix evolution in the presence of J-coupling

In order to extend description of NMR experiments to J-coupled pair of nuclear magnetic moments,
we should update the analysis of the density matrix evolution derived in the previous lectures. As
always, analysis of the starts by the definition of the initial density matrix form. Derivation of
the density matrix in the thermal equilibrium, presented in Section [10.9.3] is very similar to that
described for two nuclei interacting through space (dipolar coupling) in Section In principle, the
diagonal elements of the density matrix are slightly influenced by the J-coupling, but this influence
is at least five orders of magnitude weaker than the dominant effect of the external magnetic field
Bo. Therefore, the J-coupling contribution can be neglected together with the effect of the chemical
shifts, and the same equilibrium density matrix can be used as the starting point of the analysis
of NMR experiments in the presence of J-coupling, as it was used for systems with no or dipolar
coupling:

1
P = 5 (% + /ﬁlsz + K/QfQ,Z) ) (105)
where
’}/jB(]h
= 10.
K; T (10.6)

Also the second step, the analysis of the effect of the 90° radio wave pulse (see the schematic
drawing in Figure ), gives the same result as for uncoupled systems. Again, the reason is that
the fields indirectly produced by the coupled magnetic moments are too weak (much weaker than
the radio-frequency field) to have a noticeable effect during the short pulse. Therefore, our analysis
of the evolution in the presence of the J-coupling starts from p(b) = 3.9 + 3x(—5, — H5,), where
the letter ”"b” refers to the labeling of the time course in Figure [10.2]

In the presence of the scalar coupling, the general Hamiltonian describing evolution after a 90°

pulse is complicated even in a coordinate system rotating with wyo; = —Wradio

% = \—’leg(l —+ 5171)1j1z —’7230(1 -+ (51’22f22 + 7TJ (2J1Zﬂgz + 2j1zj2z + QflyJQy) . (107)

Q1 QZ

However, if the precession frequencies differ, the secular approximation simplifies the Hamiltonian
to a form where all components commute. In such case, Eq. can be applied and the Liouville
- von Neumann equation can be solved geometrically as rotations in three-dimensional subspaces of
the 16-dimensional operator space. The relevant subspaces are defined by the commutation relations
summarized in Eqgs. |8.29 and presented graphically in Figure [10.3] Rotations described by
different components of the Hamiltonian are independent and can be performed consecutively, in
any order.
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Figure 10.2: Graphical analysis of evolution of density matrix for *H (nucleus 1) and *3C (nucleus 2) in an isolated
—CH- group. In individual rows, evolution of coherences is shown for three protons (distinguished by colors) with
slightly different precession frequency due to the different chemical shifts 6;. The protons are bonded to *C. Solid
arrows represent fractions of proton magnetization in 10 % molecules with '3C magnetic moments most polarized in
the direction of éo. Dashed arrow represent fractions of proton magnetization in 10 % molecules with *C magnetic
moments most aligned in the opposite direction. The first column shows the arrows at the beginning of the echo (after
the initial 90° pulse at the proton frequency), the second column shows the arrows in the middle of the first delay
7, the third and fourth columns show the arrows immediately before and after the 180° pulse(s) in the middle of the
echo, respectively, the fifths column shows the arrows in the middle of the second delay 7, the sixth column shows the
arrows at the end of the echo. Row A corresponds to an experiment when no 180° pulse is applied, row B corresponds
to the echo with the 180° pulse applied at the proton frequency, row C corresponds to the echo with the 180° pulse
applied at the 3C frequency, and row D corresponds to the echo with the 180° pulses applied at both frequencies (see
the schematic drawings in left part of the figure). The x-axis points down, the y-axis points to the right.
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Figure 10.3: Rotations in product operator space. A, effects of the Hamiltonian describing the chemical shift; B,
effects of the Hamiltonian describing the J coupling; C, effects of the Hamiltonian describing the radio wave pulses
with the phase 0 (z); D effects of the Hamiltonian describing the radio wave pulses with the phase 7/2 (y). The
rotations are shown for the magnetic moment 1, a similar diagram for the magnetic moment 2 can be obtained by
switching the subscripts 1 and 2 of the operators .#;; and .
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For a density matrix p(b) = 1.7, + 1k(—.9, — S,) after a 90° pulse, the evolution due to the

chemical shift (described by §2; and €3) and scalar coupling (described by 7J) can be analyzed as
follows

Fe — I — (10.8)
(
- —ciey Sy
Sy — +c185 291, I,
T N +s1¢7 Sa
L 1o +51Sy Qflngz
(
—Ca2Cy fzy
—nggy — {
2
—fgy . +CQSJ ancjlz (1010)
+82f2 — T820g jh
L v +8287 259,91

where the first arrows represent rotation ”about” %, or %, by the angle €21t or €2,t, the second
arrows represent rotation "about” 2.4,,.%,, by the angle n.Jt, and

c1 = cos(t) s1 = sin(t) (10.11)
Cy = COS(QQt) S9 = Sin(QQt) (1012)
¢y = cos(mJt) sy = sin(mwJt). (10.13)

As mentioned above, the same result is obtained if we first "rotate about” 2.#1,.%,., and then
"about” .4, or ..

The last step is the evaluation of the expectation value of the transverse magnetization. Only
Fzy Sy, Poz, Foy contribute to the expected value of M, giving non-zero trace when multiplied

by I, (orthogonality, see Section :

Tr {jlx(jla: + lfly)} =Tr {jzx(fzx + lfgy)} = 1, (1014)
Tr {jly(:ﬂ1$ + lfly)} =Tr {jgy(JQx + 1j2y>} = i, (1015)
Well-known goniometric relations cos(a 4 b) = cosacosbFsinasinb and sin(a+b) = sina cos b+

cos asin b allow us to convert the products ¢,c; (modulating .#,,) and s,c; (modulating .#,,) in m
and [10.10] to sums of cosine and sine functions, respectively:

1 1

acr =g cos((Q +7J)t) + 5 cos((2y — wJ)t) (10.16)
1 1

S16 = 5 sin((Qy + 7 J)t) + 5 sin((2y — wJ)t) (10.17)
1 1

C2Cy = 5 cos((Qo +7J)t) + 5 cos((Qp — wJ)it) (10.18)

1 1
s261 = 5 sin((Qq + 7J)t) + 3 sin((Qy — wJ)t) (10.19)
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The expected value of M, calculated from the complete density matrix is then

(M) = Tr { ﬁ(t)m} = NYKTr {p(t)(Jre + 190y + Ing +15,)}
= —INYhT (cos((Q + mJ)E) + cos((@ — mJ)E) + cos((Qa + 7T )E) + cos((Qa — 7))
+ thg (sin((Q + wJ)t) + sin((Q — 7)) + sin(Q + 7J)t) + sin((Q — 7))
= N7 (=) (cos((Q = m)) + isin((Q1 = m)8) + cos(( + 7)) + isin(( + wJ)1))

+N’yh§(—i) (cos((Qe — wJ)t) +isin((Q2e — 7wJ)t) + cos((Qe + 7 J)t) + isin((2e + 7J)1))

212
_ N;/khTBO e_i% (ei(Q1—7rJ)t + ei(Ql-i-ﬂ'J)tei(Qz—ﬂ'J)t + ei(QQ—I—ﬂ'J)t) (1020)
B

At this moment, we should also include relaxation. We have analyzed relaxation in Sections
[7.7, [7.10.3] and However, the density matrix in the presence of the J-coupling evolves
into new terms 2.%1,.%., 291y I;, 291,59, and 2.%,,.5,, and these terms relax differently. Their
relaxation rates can be derived using the Bloch-Wangsness-Redfield approach, but we do not do
it in this course. If both dipole-dipole interactions and chemical shift anisotropy contribute the
relaxation, another complication appears: relaxation of %, depends on 2.4, .%, and vice versa,
and the same applies to &, and Qﬂlzﬂg+ﬂ To keep our analysis as simple as possible, we (i)
assume that the contribution of the chemical shift anisotropy is negligible, (ii) describe relaxation
of the inter-converting p contributions %, , 2.4, %, and %, 2.4,,.%5, by average rate constants,
and (iii) assume that the average rate constants are identical for both nuclei (we use the symbol Ry).

Including relaxation and applying a phase shift by 90 °, we obtain description of the time evolution
of the expected value of M,

272 _ _
(M) = ./\/'gkhTBo (e’R'“t (ei(ﬂlfﬂJ)t X ei(ﬂl+7rJ)t) 4 o Rt (ei(Qg—wJ)t 1 ei(ﬂerTrJ)t)) (10.21)
B

which gives four peaks in the spectrum after the Fourier transformation:

2The mutual dependence of relaxation is described by constants known as cross-correlated cross-relaxzation rate

constants, resembling R, in Eqs. and
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The four peaks in the spectrum form two doublets, one at an average angular frequency €,
the other one at an average angular frequency €2,. Both doubles are split by an angular frequency
difference 7J — (—wJ) = 2w J, or by the value of J if the frequencies are plotted in Hz.

10.4 Homo- and heteronuclear magnetic moment pairs

So far, we did not distinguish homonuclear pairs of magnetic moments (magnetic moments of the
same type of nuclei, e.g., two protons) and heteronuclear pairs of magnetic moments (magnetic
moments of different isotopes, e.g., proton and '3C). Tt is useful to distinguish these two cases when
we analyze advanced NMR experiments. Although the density matrix has the same form in both
cases, the Hamiltonians describing the effects of radio waves may differ. The reason is technical.
Differences in chemical shifts are usually small and allow us to irradiate the sample by a radio
wave with a frequency sufficiently close to the precession frequencies of both nuclei. Therefore, the
resonance conditions can be matched reasonably well for both nuclei and they are affected by the
radio waves in a similar manner. On the other hand, precession frequencies of different isotopes differ
substantially and the frequency of the radio waves can resonate only with one of the isotopes. As
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a consequence, each of the magnetic moments of the pair is affected selectively, which is frequently
exploited in the NMR experiments. The selective irradiation of either nucleus 1 or nucleus 2 also
implies that the peaks of nuclei 1 and 2 are not observed in the same spectrum. The signals of
nucleus 1 and nucleus 2 are recorded in two experiments with different frequencies (resonating with
the precession frequency of nucleus 1 in one spectrum and of nucleus 2 in the other one) of the radio
waves, as shown in Figure[10.4] The sensitivities (signal-to-noise ratios) of the experiments are in the
ratio |y1/72|>? (Eq. [7.84). For example, sensitivity of 3C and '°N spectra is reduced by a factor of
32 (see Figure and 300, respectively, compared to proton spectra, even if the molecules contain
100 % 3C and N isotopes.

In order to distinguish the heteronuclear systems from homonuclear ones in our written notes,
we save the symbols .#; and #; for homonuclear pairs (most often two protons) and use symbols
#; and .#; for operators of nucleus 1 and 2, respectively, if 74 # 7,. For example, a graphical
description of rotations in the 16D operator space of a heterenuclear pair is derived from Figure [10.3
by changing .#1; to .#; and .%5; to .}, or vice versa. Both labeling systems are mixed if we describe
more complex chemical groups. For example, we use symbols .#;, #;, and .%; for the operators
representing contributions to density matrix describing (mixed) states of nuclear magnetic moments
in the 3C'H, group.

10.5 Spin echoes

In many NMR experiments, the J-coupling is not just detected, but creatively employed to deliber-
ately change quantum states (mixed states) of the studied system. Such a manipulation resembles
the dream of the medieval alchemists, transmutation of chemical elementsﬂ and is sometimes called
"spin alchemy”.

Spin echoes are basic tools of spin alchemy, consisting of a 180° (7) radio-wave pulse sandwiched
by two delays of equal duration 7. In the case of a heteronuclear pair, we can apply the 180° pulse
selectively to magnetic moment 1, to magnetic moment 2, or simultaneously to both (see Figure.
Such a collection of spin echoes gives us the possibility to control evolution of the chemical shift and
scalar coupling separately. In the case of a homonuclear pair, the radio waves affect both magnetic
moments simultaneously, as shown in Figure [10.2D[]

Below, we analyze three types of spin echoes applied to a heteronucler system (*H and 3C in
our example). For the sake of simplicity, we do not discuss relaxation effects, although relaxation is
usually observable. On the other hand, we have to extend the analyzed system to see how the echoes

3Transmutation of the mercury isotope 337Hg (which can be prepared from the stable isotope (9%Hg) to a common

isotope of gold 137 Au is a nuclear reaction known as electron capture: a proton in the nucleus absorbs an inner-shell
electron, emits a neutrino v, and changes to neutron. Since proton and neutron can be described as different quantum
states of an object called nucleon, the transmutation of mercury to gold can be viewed as a change of the quantum
state. Interestingly, proton and neutron differ in the isospin projection quantum number I3, whereas the quantum
states manipulated in NMR spectroscopy differ in the spin projection quantum number s,. The similar nomenclature
is used to emphasize similar symmetry (the same mathematical description) of two different physical phenomena.

41f the chemical shift of nuclei in a homonuclear pair differ substantially, a selective application of 180 ° pulses to
either magnetic moment is possible. In such a case, power of the radio waves should be low, and their amplitude is

often modulated during the pulse to achieve a higher selectivity.
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Figure 10.4: Spectra of a heteronuclear pair. Top, real and imaginary component of a spectrum recorded after
applying a radio wave pulse close to the precession frequency of nucleus 1. Bottom, real and imaginary component of
a spectrum recorded after applying a radio wave pulse close to the precession frequency of nucleus 2. Note that the
frequency offsets ; and Q, are measured from different carrier frequencies (close to w1 and wy 2, respectively). The
spectra are plotted so that the noise is the same in both spectra, the relative intensities correspond to a pair of 'H
(nucleus 1) and '3C (nucleus 2). The value of J is the same in the top and bottom spectra.
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Table 10.1: Examples of two graphical representations of coherences: as distributions (used in Table [8.4)) and as
arrows (used in Figure . The color coding of distributions is similar to that used in Tables but both
distributions corresponding to the fractions of most polarized and least polarized magnetic moments are highlighted.
The solid and dashed arrows presented in the last column correspond to partial transverse magnetization of [i; selected
based on fractions of most (solid arrow) and least (dashed arrow) polarized jis (shown in upper and lower pictures in
the third column, respectively). The direction of the arrow is given by the average direction of the cyan arrows in the
cyan boxes, the type (solid or dashed) of the arrow is given by the average direction of the green arrows in the green
boxes (up or down, respectively).

Matrix depicted as distributions depicted as distributions depicted as arrows
10 % most/least polarized /i1 10 % most/least polarized fis
0 0-1 0 /
i 0 0 0-1
Jw=3|41 0 0 o =
0+1 0 O \
0 0-1 0
i 0 0 0+1
2w =5 41 0 o +0 - -
0-1 0 O

affect evolution due to the chemical shift differences. Therefore, we include three pairs with different
chemical shifts of the observed nucleus in the analysis. Algebraic analysis of the corresponding den-
sity matrix evolution is straightforward, but somewhat tedious. An alternative graphical analysis is
presented in Figure [10.2] We have introduced a graphical representation of the product operators
(density matrix contributions) in Table where each coherence is visualized as a colored plot of
the magnetic moment distributions. In order to depict transverse polarization of three magnetic
moments in a single diagram, the graphical representation is further simplified in Figure [10.2] The
distributions of magnetic moments, with the most polarized ones highlighted, are replaced by sin-
gle arrows representing (partial) magnetizations of sets of the observed nuclei 1 attached to 10 %
fractions of nuclei 2 with magnetic moments most aligned along EO (solid arrow) and against B%
(dashed arrow). The solid and dashed arrows have the same direction if the transverse polarization
of magnetic moment 1 is not correlated with the longitudinal polarization of magnetic moment 2
(contributions of ., and .#, to the density matrix), and the opposite directions if the transverse
polarization of magnetic moment 1 is correlated with the longitudinal polarization of magnetic mo-
ment 2 (contributions of 2.7,.%, and 2.%,.%, to the density matrix). The visualizations of coherences
used in Table 8.4] and in Figure [10.2] are compared in Table Note that the solid and dashed
arrows represent vectors of partial magnetizations, and are thus affected by the radio waves in the
same way as the magnetization vectors. Our graphical analysis can be thus viewed as an extension
of the vector model, presented e.g. by Keeler in K4.
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To see how the echoes influence polarization of the sample, we should compare the effect of the
echoes with the free evolution. Evolution of a single homonuclear pair of magnetic moments in the
presence of scalar coupling was described in Section [10.3] To convert the description to our set of
three heteronuclear pairs, we should follow evolution of a density matrix starting from

pla) = —J/t + Z 25@% + Z —@y,u (10.23)

However, complexity of such analysis might obscure the effects of the analyzed spin echoes.
Therefore, we write the evolution for one heteronuclear pair and depict the set of three pairs only in
the graphical analysis, as shown in Figure [10.2]A.

e p(a) =15 + Tk + SR
thermal equilibrium, the constants x; and ko are different because the nuclei have different ~.

[ ﬁ(b) = %Lﬁt — %Iilfy + %ligyz

90° pulse applied to nucleus I only

° ﬁ(e) = %ejt + %/‘il (—cchfy -+ slcjfx + clsJQJsz + 815J2jyyz) -+ %KJQyZ
free evolution during 27 (t — 27 in ¢; etc.)

The 2.7,.7,, 2.7,.%, coherences do not give non-zero trace when multiplied by £, (they are not
measurable per se), but cannot be ignored if the pulse sequence continues because they can evolve
into measurable coherences later (note that the scalar coupling Hamiltonian 27.J.7,.%, converts them
to .#,, Sy, respectively).

The graphical analysis in Figure shows how the coherences evolve with different chemical
shifts (arrows of different colors rotate with different frequency) and how is the evolution influenced
by the J-coupling (solid arrows rotate slowerE] than dashed arrows of the same color).

10.6 Refocusing echo

The refocusing echo consists of a 90° pulse exciting magnetic moment 1 and a 180° pulse applied
to the excited nucleus in the middle of the echo (see the schematic drawing in Figure [10.2B). The
middle 180° pulse flips all arrows from left to right (rotation about the vertical axis = by 180 ). The
faster arrows start to evolve with a handicap at the beginning of the second delay 7 and they reach
the slower arrows at the end of the echo regardless of the actual speed of rotation.

Even without a detailed analysis of product operators, we see that the final state of the system
does not depend on chemical shift or scalar coupling: the evolution of both chemical shift and scalar
coupling is refocused during this echo.

The evolution of the density matrix can be guessed from the graphical analysis. The frequency
of the applied radio waves resonates with proton precession frequency and is far from the precession
frequency of *C. Therefore, magnetic moments of *C should stay in their equilibrium distribution,

5This is true for nuclei with v > 0.
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described by . and .#,. The initial state of protons was described (after the 90° pulse) by —.%, in
terms of product operators and by three arrows with the same —y orientation. As the arrows only
changed their direction at the end of the experiment (all arrows have the 4y orientation at the end
of the echo), we can deduce that the final state of protons is +.#,. Taken together, each pair of
magnetic moment ends in the state described by

o ple) =39 + ik Iy + 1Kol

10.7 Decoupling echo

The decoupling echo consists of a 90° pulse exciting magnetic moment 1 and a 180° pulse applied
to the other nucleus in the middle of the echo (see the schematic drawing in Figure [10.2[C). The
graphical analysis is shown in Figure [10.2IC. The middle 180° is applied at the 3C frequency. It does
not affect proton coherences, depicted as arrows in Figure[I0.2IC, but inverts longitudinal polarizations
(populations) of '*C (solid arrows change to dashed ones and vice versa). The faster arrows become
slower, the slower arrows become faster, and they meet at the end of the echo.

Without a detailed analysis of product operators, we see that the final state of the system does
not depend on scalar coupling (the difference between solid and dashed arrows disappeared) but the
evolution due to the chemical shift took place (arrows of different colors rotated by different angles
2001 7). As the effects of the scalar coupling are masked, this echo is known as the decoupling echo.

We again derive the final density matrix from the graphical analysis. As the arrows at the end
of the echo have the same orientations as if the nuclei were not coupled at all, we can deduce that
the final state of protons is identical to the density matrix evolving due to the chemical shift only.
Magnetic moments of 1*C nuclei were affected only by the middle 180° pulse that inverted longitudinal
polarization. The density matrix at the endo of the echo is

] ﬁ(e) = 1% + %/‘il (Cljy — 81%;,;) — %/‘izyz

— 2

10.8 Simultaneous echo

The last echo consists of a 90° pulse exciting magnetic moment 1 and 180° pulses applied to both
nuclei in the middle of the echo (see the schematic drawing in Figure ) As both nuclei are
affected, it can be applied to heteronuclear or homonuclear pairs. The homonuclear version includes
one 180° pulses of radio waves with a frequency close to the precession frequency of both magnetic
moments. In the heteronuclear variant, two 180° pulses are applied simultaneously to both nuclei.
The graphical analysis of the heteronuclear application is shown in Figure [10.2D. The 180° pulses
are applied at 'H and '3C frequencies in the middle of the echo, resulting in combination of both
effects described in Figs. [10.2B and C. The proton pulse flips arrows representing proton coherences
and the 3C pulse inverts longitudinal polarizations (populations) of *C nuclei (solid arrows change
to dashed ones and vice versa). As a result, the average direction of dashed and solid arrows is
refocused at the end of the echo but the difference due to the coupling is preserved (the handicapped
arrows were made slower by the inversion of longitudinal polarization of 3C).
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Without a detailed analysis of product operators, we see that the effect of the chemical shift
is removed (the average direction of arrows of the same color is just reversed), but the final state
of the system depends on scalar coupling (the solid and dashed arrows collapsed). We can deduce
from the graphical analysis that the final state of the density matrix is obtained by rotation ”"about”
2.7,.%,, but not "about” .Z, in the product operator space, and by changing the sign of the resulting
coherences:

] ﬁ(e) = lcﬁt + %lil (Cij - SJQJQ;yz) - %Hgyz

2

HOMEWORK

Analyze the spin echoes (Sections 10.8]).
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10.9 DERIVATIONS

10.9.1 Interaction between nuclei mediated by bond electrons

In principle, both orbital and spin magnetic moments of electrons can mediate the J-coupling, but the contribution of the orbital magnetic
moments is usually negligible (coupling between hydrogen nuclei in water is an interesting exception). In order to describe the mediation
of the J-coupling by the electron spin, we first investigate the interaction between electron and proton in the hydrogen atom.

A classical picture of interactions of nuclear and electronic spin magnetic moments is presented in Figurem Energy of the interaction
between the (spin) magnetic moment of nucleus fin and the magnetic field generated by the spin magnetic moment of electron B is given
by (cf. Eq.[8.48)

sz—ﬁn-ée:—@ﬁnﬁx“QXT:—@ﬁnﬁx(ﬁx&). (10.24)
4 r3 4T r

In principle, the interaction with an electron does not differ from an interaction between two nuclear magnetic moments. described in
Sectionsand‘&g.ll Depending on the mutual orientation of the nucleus and electron, the direction of Be varies (Figurefc). If the
distribution of electrons is spherically symmetric, or if the molecules tumble isotropically, the interactions of the spin magnetic moments
of the electron and the nucleus average to zero. With one exception, depicted in Figure . If the electron is present ezactly at the
nucleus, the vector of the electron spin magnetic moment fi. has the same direction as Be and £ is proportional to the scalar product
—[in - fle. The exact co-localization of electron and nucleus may look strange in the classical, but the interaction between the nucleus and
electron inside the nucleus can be simulated by a hypothetical current loop giving the correct magnetic moment when treated classically.
To include the distribution of the electron around the nucleus into our classical model, the total energy of the integration must be calculated
by integrating Eq. over the electron coordinates. As mentioned above, the integral tends to zero for r > 0 in isotropic samples.
However, the integral has a non-zero value in the limit » — 0, as discussed e.g. in Abragam: The principles of nuclear magnetism, Oxford
Press 1961, Chapter VI, Section IT.A.

Here, we present a quantum-mechanical analysis, following the original paper by Fermi in Z. Phys. 60 (1930) 320-333. Fermi
started from the eigenfunctions of the Dirac Hamiltonian for an electron in an electromagnetic field (Eq. of nuclei of alkali metals. We
investigate the simplest example, the ground state of hydrogen atom. The 1s atomic orbital of the hydrogen atom is particularly interesting
because it has a non-zero value in the center, at the place of the nucleus (cf. Figure ) The eigenfunctions describing an electron in
the 1s orbital are

Y(1s) 1
0 0
w(1l 1/2) = i 2 = i h 1 10.2
(1172, +1/2) e 9 cos 9 (1s) bz P(1s), (10.25)
. 2 . i h oxtiy
% ﬁ %sml‘}ew P(1s) ﬁ%T
0 0
» (1s) -1
Wlis2 1D = | L5 L @ et (i) | = | - b ohasie | ¥(19) (10.26)
. 2 h
5 ﬁ %cosﬂ P(1s) 2;0 e

where 9 (1s) is the familiar non-relativistic (Schrédinger) orbital 1s (note that the 1s orbital is a real wave function, i.e. ¥*(1s) = 1 (1s)).
Contribution of the interaction between magnetic moments of the nucleus and of the electron at the site of the nucleus to the expected
energy can be calculated by applying Eq. [f.5] to the spin magnetic part of the Hamiltonian in Eq.[5.90]

&= / T*Qc (—An,a7°4 — An,y A4 — An,24%4%) U dz dy d, (10.27)
V—=0

Figure 10.5: Classical description of interactions of nuclear and electronic spin magnetic moments.
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where Aj, is the vector potential of the nucleus. Using Eq.|8.44] the vector potential can be expressed in terms of the nuclear magnetic
moment and electron coordinates

0Qc 1 04 <04 04
£ = —7”47? / SV ((ztim,y = Ypim,2)3°A" + (@pin,= — 2pm,2)°5% + Yin,e — Tn,y)7°9°) ¥ dz dy de. (10.28)
V=0

The integral with ¥(1sy /5, +1/2) includes the following three terms

0001 é
ZUn,y —YHn,z 0.1y, _ AHn,y — YHn,z i h i h z—iy 0010 . 2
TSRS 04 g = S TS (1o—gisz -y T oo ooz [vP09)
1000 i _h xtiy
2ap mc T
i _h ztiy
2a0 T
_ ZHn,y — YHn,z i h i B ow—iy ii 2 _ —Zpn,y + Yin,z hy o
_T(lo—ﬁmf —ﬁm = ) aoéncr P (15)—T%;¢ (1s),
1
(10.29)
00 0—i (1)
« Zbny — y#nonz Thn,z — Zkn,x i h oz _Lizfly) 001i0 2
v r3 v = r3 (1 0 2ag9 mc r 2ag9 mc T 0—-100 2;0 %% ¢ (15)
i000 L b otiy
2ag mc T
1 _h ztiy
2ap mc T
Tpn,z — Zin,x A hoz— __1 h =z 5 Tpn,z — Zhn,z N T o
= Tt (10 —gip o —al kB ) | TEmmer [ 9219 = FETERE - Sy2(s),
i
(10.30)
0010 é
«YHn,z — Thn,y 0.1y _ YHn,z — Thn,y i h i B oa—iy 00 0-1 ) 2
Ve Y =T (10-mgaei —mome =) [1 0 0 0 oz [ ¥7(Ls)
0-10 0 L _h ztiy
2a9g mc T
i hoz
2
_ YMna@ —Tfmy (0 i Az _ i hoa—iy 2ia0imcg+iy 2(14) — 10.31
=T ( “Zagmer Bagme ¥ ) aome | 7(1s) = 0. (10.31)
0
Inserting results of Eqgs. [10.29H10.31] into Eq. [10.28]
0o Qh 1 1 (22 +y? 2T z
e= BB [ (s~ e — iy ) w019) do dy d (1032)
4T m ag r r r r
V=0
Expressed in spherical coordinates & = rsin® cos @, y = rsind¥sin g, z = rcosd, dV = dz dy dz = 72 sin 9drdddep,
Qh ro—0 T 27
E=— Z—O—ﬁ / wQ(ls)dfr/sin'&dﬂﬂ(l—cos2 ﬂ)/dcp
T m a
% 0
Qh ro—0 iy 2
_ Zioiﬂn,z / P2 (1s) dr/smﬂdﬁsinﬁ/dcpcoscp
T m a .
0 0 0
ro—0
h
— Z—OQ—uny / »2( 1s)dr/sm19d1951n19/d<ps1nga (10.33)
T m ag

0
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Only the first term differs from zero because cos ¢ and sin ¢ are periodic functions and their integrals over the whole period

27 21
/dgo cosp =0, /dcp sinp = 0. (10.34)
0 0

The first term can be evaluated using the substitution u = cos ¥

rog—0 r0—0

—0 1 0 0
2 2 371 - 2
o _Qh o / w<1S)dr/(1,uz)du:,@@W% / wdr{uﬂﬂ _ _MoQh = 8r / 2094,
m -1
0 1

AT m ao 4T m 3 ao
= 0 0

(10.35)

where the integral gives the value of ¥2(1s) at the site of the nucleus (¢2(1s,r = 0)). Note that Qh/2m is the eigenvalue of the

component of the magnetic moment of the electron parallel to the magnetic field. This time, it is the magnetic field of the nucleus (]§0
does not play any role here). If we use the direction of fi, as the z-axis of our coordinate system,

8
&=—2" i 21,1 = 0). (10.36)
47 3

Accordingly, the corresponding Hamiltonian is

ﬁF _ _2/10%]% (; o

I - [e) P2(1s,r = 0), (10.37)

where I, and I are operators of the spin of the nucleus and the electron, respectively, /n and 7. are magnetogyric ratios of the spin
of the nucleus and the electron, respectively, and the integral is equal to one inside the nucleus and to zero outside the nucleus. This
type of interaction is known as the Fermi contact interaction and does not depend on orientation of the molecule in the magnetic field, as
documented by the scalar vecor in Eq.

We can now proceed from the nucleus-electron interactions to interactions between two sigma-bonded nuclei mediated by electrons of
the bond. The electrons in the bonding sigma orbital also have non-zero probability density at the positions of the nuclei (Figure . If
the nuclei did not have any magnetic moments, the eigenfunction of the electrons is the linear combination %\a) ® |8) — %W) ® al, as
discussed in Section and shown schematically in Figure [L0.6]A. Due to the Fermi interaction, parallel orientation of the nuclear and
electron spin magnetic moments has (Figure [10.6]B) has a lower energy and the opposite orientation (Figure ) has a higher energy
than the unperturbed stationary state. Thus the orientation of the magnetic moment of the first nucleus is indirectly influenced by the
orientation of the second magnetic moment: the energy is proportional to the scalar product [ - fia, where fi1 and fi2 are the nuclear
magnetic moments. The exact value of the energy depends on the actual distribution of the electrons in the bonding orbital, the calculation
of the energy requires advanced quantum chemical methods. Such methods can be applied to more complex systems too. In general, the
described indirect interaction is described by the Hamiltonian

FIJ = ZWJ(flziZI + flyfgy =+ flzfQZ), (10.38)

where 27J is a constant describing the strength of the indirect, electron mediated interaction and fnj are operators of the components
of the angular momenta of the nuclei.

10.9.2 Two electrons in a sigma orbital

A wave function describing two electrons must be antisymmetric, as stated in Section Assuming that the spin degrees of freedom
can be separated (see the discussion in Sections and , we can decompose the wave function into (i) a symmetric non-spin part o®
and an antisymmetric spin part 12, or to an antisymmetric non-spin part ¢® and a symmetric spin part 1. We try to express the spin
wave function in a suitable basis. In the case of a single particle in a field described by the Hamiltonian —vBon, we used a basis consisting

. . A . 1 . . .
of eigenfunctions of the operator I, i.e., the eigenvectors |a) = ( 0) and |B) = (?) These eigenvectors are also eigenfunctions of the

operator of I? because the matrix representation of I is proportional to the unit matrix (see Eq. and 19 = 1 for any ¢. For a pair
of two electrons, we could use the eigenfunctions of flz, f12, fgz, and f22 (i.e., eigenvectors listed in Eq. |8.81)). However, it is more useful
to chose eigenfunctions of operators representing the z-component and the square of the total spin angular momentum I'= fl + fg, in
combination with f12 and f22. Note that all operators of the set 12, IE, f27 and I, commute (the first two operators are proportional to the
unit matrix that commutes with any matrix of the same size, commutation of the last two operators is given by Eq. [4.35). The explicit
forms of the chosen operators are obtained using the matrix representations of the product operators in Tables @ and
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1000 C1p
32 (0100 Cor

o 3R
Iy = T loo1o can | (10.39)
0001 Cap
1000 c1p
. 3.2 (0100 c
2 _ 2 2k
I3y = T loo1o can | (10.40)
0001 Cap
2o _ ot ot 2 _ 29 2o ot ot _
FPopp = (L + 1) = ([T + 5 + 20 - I2) Yy =
2000 C1r
s R . AR 0110 c
= (I% + I3 + 2112020 + 201y Ioy + 2112122) i I Il (10.41)
0002 CaLk
1000 c1p
- 5 5 0000 c
L= (hz+ L)Yk = 1| 0000 2k (10.42)

0001 Cqk

The eigenfunctions of I, f12, I>., and f22 clearly cannot be eigenfunctions of the operator 12, represented by a non-diagonal matrix.
Therefore, we have to look for a new basis, where the operator I? is represented by a diagonal matrix I?'. For this purpose, we use a
procedure that is not very elegant, but does not require any special approaches of matrix algebra.

From the mathematical point of view, we have to find a transformation matrix T so that

Ti% = [?7. (10.43)

Then, the diagonalized matrix 1% representing the I? operator is obtained by multiplying the equation from left by a matrix T*l,
inverse to T (i.e., T~1T = 1):

H =T 1T, (10.44)
Multiplying by T from left gives
TH" = 7. (10.45)

The desired eigenvalues are diagonal elements of the diagonalized matrix

A0 00
02X, 00
0 0N o (10.46)
00 0 X
The eigenvalues )\;v and eigenvectors W;;C) can be obtained by comparing the eigenvalue equation
H'W) = wilP) (10.47)
with the left-hand side of Eq.
T11 Tio Tig Tig A0 00 N T11 ANyTio NjTiz NjTig
Fop — To1 Too T3 Ty 0 X, 0 0 | _ | MTer MyToo M;To3 N)Toy (10.48)
0| T31 T32 T33 T34 0 0 X, 0 | | MT31 AyT32 AjT33 N)T34 ’
Ty1 Tao Tus Tya 0 0 0 )\2 )\/1T41 /\/2T42 )\/3T43 )\ﬁlT44
The eigenvalue equation can be written as a set of four equations for £ =1,2,3,4
2000 Ty 2T 1 Tk
iy 2] 0110 To | _ g2 | To+Tak | _ o | T2k | _ yr 0
H |¢k> =h 0110 TSk =h T2k + T3Ic - )‘k T3k - )‘k|'¢}k> (10'49)
0002 Tk 2Ty Tar

The first row of the middle equality allows us to identify

N =2nr? (10.50)
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if we set To1 = T31 = T41 =0, i.e.,

T11
0
)= |
0

Similarly,
N, = 2n?

for
0
0
AR

|¢4> - 0
Tya

The A, and A} values can be calculated from the equations

NeTor = 12 (Top + Ts)
N T = 12 (Tor + Ts),

(setting Tho = Tuz = Thz = Tuz = 0).
T3 can be expressed from the first equation

N, — K2
T3 = TT%

and inserted into the second equation

)\/ )\/ 777,2
L
(Np)? — 2120, = N (A, — 2R%) =0,

directly giving

Ay =0, L= 2h2.

We have identified all diagonal elements of the diagonalized operator

1000
0000
0010
0001

1?" = 2h?
The new basis is given by Eqgs. [I0.54] [[0.55] and the normalization condition

4
Wrlp) =1=> Th =1L

Jj=1

The normalization condition immediately defines 771 = Ty4 = 1.

Substituting Af into Egs. [10.54] and [10.55| gives

Too +T32 =0 = Toy = —T;2.

The normalization condition 1 = T222 + T§2 = 2T222 requires

1
Tap = Nk
Substituting A; into Egs. {10.54] and [10.55| gives

21 Tog = h2(Tes + Ts3)

2h* T3 = h*(Tas + Ts3)
= Tos = Tss.

%Tzk = (N, — B°)Tog, + B2 Top = N, o,

(10.51)

(10.52)

(10.53)

(10.54)
(10.55)

(10.56)

(10.57)

(10.58)

(10.59)

(10.60)

(10.61)

(10.62)

(10.63)

(10.64)
(10.65)
(10.66)
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= Thz =Ths. (10.67)

The normalization condition 1 = T223 + T323 = 2T223 requires

1 1
Tog = —, Tig=——. 10.68
23 \/5 33 \/5 ( )

Taken together, the new basis consists of the following eigenvectors

1 0 0 0
1 1
1) = § = |)®|a), [¢5) = _% :%(Ia>®lﬂ>—\ﬁ>®la>), yp3) = % :%(Ia>®lﬁ>+lﬂ>®la)), A § =18)®|8).
0 0
(10.69)

Among them, [)]), [1%), and |¢}), are symmetric and are multiplied by the antisymmetric o®, whereas [¢4) is antisymmetric and is
multiplied by the symmetric o°. Calculations of the non-spin functions ¢® and ¢® is not easyEl and requires advanced quantum chemistry.
The result of such calculation is the bonding sigma orbital o° with lower energy and the antibonding sigma orbital o° with higher energy.
Therefore, we are interested in o®|}) = 0°(|a) ® |B) — |B) ®|a))/v/2 if we study ground state of the molecule. The corresponding eigenvalues

are 3?’1,2/4 for f12 and I?, zero for 12 and I..

10.9.3 Two J-coupled nuclei in thermal equilibrium

Before we analyze evolution of the density matrix in a 2D experiment, we must define its initial form. Again, we start from the thermal
equilibrium and use the Hamiltonian. The difference from the case of isolated nuclei is that we need to define a 4 x 4 density matrix in
order to describe a pair of mutually interacting nuclei. As explained above, the off-diagonal elements of the equilibrium density matrix
(proportional to ., and .#) are equal to zero. The four diagonal elements describe average populations of four stationary states of a
system composed of (isolated) nuclear pairs: aa, af, Sa, and B5. These populations are:

—Eaa/ksT 1 — Eaa
Poa = —Eon kBT +075a5/iBT + o ZpalkeT 4 o Esp/knT 4kBT7 (10.70)
eq e fap/keT 1= :géi
Pop = o—Caa/FBT 4 o Eab/FBT | o €sa/FBT 4 o-Ess/FBT 4 (10.71)
" o—Epa kBT 1— If}%
Ppa = o—Caa/knT 4 o Eas/FBT o Esal/FBT 4 o €ss/bBT 4 (10.72)
eq e—€88/kBT 1-— %
Pgg = o—Caa/FBT 4 o Eab/PBT | o Esa/FBT 4 o Caa/beT ~ 4 (10.73)

In principle, the total Hamiltonian also includes the term I:IJ, which describes the J coupling and which is not averaged to zero.

H=—yBo(1+81)11,: —v2Bo(1 + 8i2)lo,. +2nJ01 210, = (10.74)
10 0 O 1 00 O 1 0 00
Al0o1 0 O Ahl0O—-10 0 nJh|{0—-1 00
“MBo(l+01)5 | gy o | TP +di2)s | o 01 o 220 0-10
00 0-1 0 00-1 0 0 01

(10.75)

where the diagonal elements (eigenvalues) are the energies of the individual states. Therefore, the populations (diagonal elements of
the density matrix) should be given by

5The major difficulty is a mutual interactions of the electron charges
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1— Lag Boh Boh  wJh
ped ~ kBT _ 2 146 1) 20 146 o 10.76
e 1 1 + 71+ 1’1)8kBT +72(1+ 1’2)8kBT 6hT ( )
1-f22 Boh Bohi Jh
Pl kBT 146 1) 22 (146 9) 2 T 10.77
ap 4 g THan g — e+ e g r + TokmT (10.77)
Pe‘l~1_’f§%—1 (14602 (14 50y 200 IR (10.78)
B S T Ty M T TRU T T T T6ke T ’
1- s Boh Boh  wJh
P~ kBT o 4 0 (146 CLLE. . 10.79
B3 1 1 7 (1+ 1,1)8kBT y2(1+ 1'2)8kBT 16kpT ( )
(10.80)

However, the values of J in typical organic compounds are at least five orders of magnitude lower than the frequencies measured even
at low-field magnets. As a consequence, the contribution of J-coupling can be safely neglected, and the initial density matrix is identical
to that derived for a pair of nuclei interacting through space (Eq. [8.40).
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Figure 10.6: J-coupling. A, the stationary spin state of the electrons in the bonding sigma orbital without nuclear
magnetic moments is a superposition of the |a) ® |8) and |5) ® «f eigenstates (indicated by the opposite direction of
the red arrows). B, energetically favorable state of electrons interacting with nuclear magnetic moments (green and
cyan arrows). C, energetically unfavorable state of electrons interacting with nuclear magnetic moments.
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Lecture 11
Correlated spectroscopy using .J-coupling

Literature: INEPT, HSQC, and APT experiments are nicely described in K7.10, K8.7, and
K12.4.4., respectively. INEPT is discussed in detail in L16.3., HSQC in C7.1.1. Decoupling trains are
reviewed in C3.5. COSY is described in detail in L16.1, C6.2.1., and K8.3 (with a detailed discussion
of DQF-COSY in K8.4).

11.1 INEPT

INEPT is a heteronuclear NMR experiment based on the simultaneous echo. It differs from the
simple simultaneous echo in two issues:

e The length of the delay 7 is set to 1/4|J|

e The echo is followed by two 90° radio wave pulses, one applied at the same frequency as the
excitation pulse (the 90° pulse preceding the echo) — this one must be phase-shifted by 90°
from the excitation pulse, and the other one applied at the frequency of the other nucleus (**C

or N in Fig. [11.1]).

With 7 =1/4J, 2n7 = 7/2,¢; = 0,s; = 1if J > 0, and s; = —1 if J < 0. Therefore, the density
matrix at the end of the echo idl
ple) = %ﬂt — %/{1 (2.7,.7,) — %/@Yz
— p(f) = %ft + %/4;1 (2.2,.7,) — %@5@ after the first pulse and
— p(g) = 551 — 351 (22..7,) + 3K2.7, after the second pulse.
If the experiment continues by acquisition, the density matrix evolves as

!The analysis is done for J > 0. If J < 0 (e.g. for one-bond 'H-'5N coupling), all blue terms have the opposite
sign.
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130 OI‘15N

Figure 11.1: INEPT pulse sequence applied to 'H and 3C or °N (top) and direct excitation of 13C or °N (bottom).
The narrow and wide rectangles represent 90° and 180° radio wave pulses, respectively. The label y, —y above the
pulse indicates application of phase cycling to the labeled pulse (irradiation by a radio wave with the phases alternating
between values of 90 ° and 270°, relative to the first pulse in the sequence, in subsequent measurements). Distributions
of magnetic moments corresponding to the density matrix contributions other than .#; are shown schematically above
the pulse sequences for time instants labeled by the red letters and arrows. For a better visibility, the distributions
are shown in a coordinate frame rotated by 90° counterclockwise about z, compared with the orientation used in

Table B4
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Iy — I — I, (11.1)
(
—Cy 2fz5ﬂy — { —_f‘g2<j] gzyy
2.9, S — 20) L (11.2)
sy 25,7, — | 15200 20T
\ 2 <’ z ‘I‘SQSJ yy
( <
ety — (00
Sy — R (11.3)
' PN RN =825 S
27w —5957 25y I,

Both the "blue” coherence 2.7,.7, and the "green” coherence .7, evolve into ”measurable” product
operators, giving non-zero trace when multiplied by .7, .

After calculating the traces, including relaxation (treated as in Section , and applying a
phase shift by 90 °, the expected value of My, evolves as

Rl _Rot [ —i(Qe—mJ —i(QomJ K2 —Rot (—i(Qe—mI)t | —i(Qe+mJ)t
Ze ot (e (Q2=mJ)t _ =i(Qa+ )t) +Ze ot (e (Q2—mJ)t | o—i(22+ )7‘) (11.4)
The real part of the spectrum obtained by the Fourier transformation is
N’)/12h230 RQ FQ
%{Y(W)} = SknT +—2 9 T =2 2 +
B Ry+(w—Q+ 7)) Ry+ (w—Qy—7J)
N2h?B R R
- |+ 2 -+ — 2 ‘ (11.5)
8kgT Ry 4+ (w—Qy+7J)?? Ry+ (w—Qy—mJ)?

e The "blue” coherence 2.7..7, gives a signal with opposite phase of the peaks at {2y — 7J and
Qs + wJ. Accordingly, it is called the anti-phase coherence.

e The "green” coherence .7, gives a signal with the same phase of the peaks at 2y — 7J and
Q9 + mJ. Accordingly, it is called the in-phase coherence.

e More importantly, the ”blue” coherence 2.7,.7, gives a signal proportional to 7f while the
”green” coherence ., gives a signal proportional to v3. The amplitude of the ”green” signal
corresponds to the amplitude of a regular 1D N spectrum. The ”blue” signal ”inherited”
the amplitude with 7? from the excited nucleus, proton. In the case of 'H and N, || is
approximately ten times higher than |v,|. Therefore, the blue signal is two orders of magnitude
stronger. This is why this experiment is called Insensitive Nuclei Enhanced by Polarization
Transfer (INEPT).

e As described, the ”blue” and ”green” signals are combined, which results in different heights
of the Qy — 7J and Qs + wJ peaks (Figure [11.2). The "blue” and ”green” signals can be
separated if we repeat the measurement twice with the phase of the proton y pulse shifted by
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2w J
- 2w J

REY (w)}
S{Y (w)}

QQ Q2

Figure 11.2: Real (left) and imaginary (right) components of an INEPT spectrum of a 'H-13C pair. The blue and
green curves are contributions of the INEPT transfer and direct excitation to the final spectrum (red). Note that
the direct contribution makes the final peak heights slightly unbalanced. The blue spectrum is obtained if the phase
sampling is applied, direct measurement of '*C magnetization provides the green spectrum. The scale is the same as

in Figure [10.4]

180°(i.e., with —y). The mentioned pulse converts the 2.7,.7, operator in p(e) to —2.7,.7, if
the relative phase of the radio wave is +90° (y), but to +2.2,.7, if the phase is —90° (—y):
ple) =19 — ik (29,.7%) — Sk —>

ﬁ(f) = %tft + %/431 (szyz) — %/fgyz —

ple) = L9 F w1 29.7) + Sk,

Such alteration of the phase does not affect the ”green” signal, but changes the sign of the ”blue”
signal. If we subtract the spectra, we obtained a pure "blue” signal. This trick, repeating
acquisition with different phases, is known as phase cycling and is used routinely in NMR
spectroscopy to remove unwanted signals.

Another application of the simultaneous echo, known as ATP (attached proton test) and useful
for analysis of the CH,, groups, is presented in Section [11.6.1]

11.2 HSQC

Heteronuclear Single-Quantum Correlation (HSQC) spectroscopy is a 2D experiment using scalar
coupling to correlate frequencies of two magnetic moments with different v (Figure ) The
experiment consists of

e excitation pulse, usually applied at the proton frequency
e INEPT module, transferring polarization to the coupled nucleus (usually N or 3C)

e cvolution period of incremented duration ¢, introducing signal modulation by frequency of the
other nucleus
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e another INEPT module, transferring polarization back to proton
e signal acquisition

The pulse sequence is already rather complex and tracking the complete density matrix evolution
may be very demanding. In practice, the analysis is simplified (i) by working with the already
known effects of the complete building blocks (spin echoes, INEPT) and (ii) by ignoring evolution of
the density matrix contributions that cannot influence the measured transverse magnetization. The
latter simplification is based on the following considerations.

e Only product operators representing uncorrelated transverse polarizations (S, Sy, v, ),
known as in-phase single-quantum coherences, directly contribute to the measurable signal.
Furthermore, only signal oscillating relatively close to the carrier frequency of the radio waves
passes the audio filters of the spectrometer (see footnote |§| in Section . Therefore, the
operator of the measured quantity represents only the actually detected transverse magnetiza-
tion (M;4 in our case). This limits coherences contributing to the signal to .#,, .%, (if nucleus
1 is detected). Only traces of their products with M+ are not zero. The coherences ., .7,
can be converted to the "measurable” operators .#,, .#, by a combination of J-coupling and
90° pulses.

e Product operators representing transverse polarizations correlated with longitudinal polariza-
tions, known as anti-phase single-quantum coherences (2.%,.7,, 2.7, if nucleus 1 is detected),
do not contribute to the measurable signal (traces of their products with M 1+ are equal to zero),
but they can evolve to the "measurable” in-phase single-quantum coherences if the J-coupling
is present (without application of any radio-wave pulses).

e Conversion of the operators 2.7,.7,, 2.7,.%, to the single-quantum coherences of the measured
nucleus 1 requires evolution of the J-coupling and application of a 90° pulse (at the precession
frequency of nucleus 1).

e Product operators representing twﬂ correlated transverse polarizations (29,5, 29,5, 2947,
2.9,7;), known as multiple-quantum coherences, do not contribute to the measurable signal
(traces of their products with M 1+ are equal to zero), and can be converted to the ”measurable”
in-phase single quantum coherences only by applying 90° pulse and by a subsequent action of
the J-coupling.

e Product operators representing longitudinal polarizations (%, .%,, 2.,.%,), known as popula-
tions, do not contribute to the measurable signal (traces of their products with M1+ are equal
to zero), and can be converted to single quantum coherences only by applying 90° pulse (.%,)
and, in the case of ., and 2.#,.7,, by a subsequent action of the J-coupling.

e Based on the arguments discussed above, all operators other than .%,, .%,, 2.7,.%,, 2.7,.%, can
be ignored after the last 90° pulse applied at the frequency of the given nucleus.

2In spin systems consisting of more than two coupled magnetic moments, product operators representing more
than two correlated transverse polarizations also belong to this category.
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e The product operator .#; never evolves to a measurable coherence because it commutes with
all Hamiltonians. It can be ignored right from the beginning.

We now analyze the evolution of the density matrix during the HSQC experiments using the
simplified approach described above.

o After a 90° pulse at the proton frequency, polarization is transferred to the other nucleus
(usually 5N or '3C). The density matrix at the end of the INEPT is
plo) = 39— ki (9.7, + bra?,

— 2

e During an echo with a decoupling 180° pulse at the proton frequency (cyan pulse in Figure m,
top), anti-phase single quantum coherences evolve according to the chemical shift
ﬁ(e) — ﬁ(f) = 1% + %Hl (0212fzyy — 8212j25ﬁm) + %K/Q (Cglgy/& — Sglgy/;,;).

-2

e Two 90° pulses convert 2.7,.%, to —2.%,., and —2.7,.%, to 2.7,.,. The magenta operator
is a contribution to the density matrix which represents a multiple-quantum coherence, which
can be converted to a "measurable” in-phase single quantum coherence only by a applying 90°
pulse (and by a subsequent action of the J-coupling). Since our pulse sequence does not contain
any more 90° pulses, we ignore 2.7,.%,. The 90° pulse applied at the precession frequency of
13C or N converts .7, to the longitudinal polarization ... The .#, is not affected by the 90°
pulses applied with the 0° (z) phase. As the pulse sequence does not contain any more 90°
pulses, we can ignore the green terms. Also, we ignore the red term .#, which never evolves to
a measurable coherence because it commutes with all Hamiltonians. The density matrix can
be written as

ﬁ(g) = —%/ﬂ}10212fy5ﬂ2+ unmeasurable contributions

e The last echo allows the scalar coupling to evolve but refocuses evolution of the scalar cou-
pling. If the delays 7 = 1/4J, the measurable components of the density matrix evolve to
%/{1 cos({2at1).Z, (rotation "about” 2.7,.%, by 90° and change of the sign by the last 180° pulse
applied at the proton frequency):

ﬁ(h) = %:‘il Co1 jx—i- unmeasurable contributions

e During acquisition, both chemical shift and scalar coupling evolve in the experiment depicted
in Figure A:

1
+5K1C21C12CT I
1
+§/€10210128] nyyz
1
+5K1C21812C7 I

f
—5hK1C2151287 29,

1

+%/€1€21012 Iy — {
5:‘11021,%:5 —

(11.6)
+%li1021812 Iy — {

HSQC experiments are usually two-dimensional. The second dimension is introduced by repeating
the measurement with ¢; being incremented. Moreover, each increment is measured twice with a
different phase of one of the 90° radio-wave pulses applied to *C or N (labeled in Figure by
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writing x/y above the pulse, do not confuse with the label z,y in Figure that indicates phase
cycling, i.e. storing a single record obtained by adding or subtracting data acquired with a different
phase). In the records acquired with the phase shifted by 90° (y), the pulses influence the density
matrix as follows:

e Two 90° pulses convert 2.7..7, to —2.7,.7, and —2.7..%, to —2.7,..,. The 90° pulse applied
at the precession frequency of 3C or N with a phase shift of 90° (y) converts —., to .7,
and leaves .7, untouched. As discussed above, only 2.7,.7, evolves to a measurable coherence:

~

p(g) = —%/{;1 S921 nyfz—l— unmeasurable contributions

The density matrix then evolves as described above for the records acquired with the phase 0°
(x), the only difference is the factor s9; instead of co:

1
+5K1821C12C) S
+%:‘€18210128] 2fyyz
1
+5kK1521812¢7 F,

1
—5R152151257 29,7,

1 +%/€1521012 Iy — {
§ﬁ1321,ﬂx — (117)

+%/€1$21812 jy — {

The subsequent records acquired with the 0° (z) and 90° (y) phases of the 90° *C or N pulse
are stored as real (modulated by cy; = cos(€22t1)) and imaginary (modulated by so; = sin(£st1))
component of a complex signal, respectively, like in the NOESY experiment. In our analysis, we
combine c¢o; and soq as Co1 + 1S9 = 22

+3r1 %20 e S,
+%/€16i92t10128J 2jyyz
+%/€1€mzt18120J Ay
—%IileiQ2t1$12$J Qﬂxyz

1 A +%I€16192t1612 fx — {
Eﬁle‘%tlfx — (11.8)

+%/€1€iﬂ2t1812 jy — {

As described in Section we continue by calculating the trace of ﬁ(tg)M1+ and including
relaxation (with different rates Ro; and Rys in the direct and indirect dimensions, respectively).
The result shows that the expected value of M;, evolves as

<M1+> — %eRQ’QtleRQtheiﬂgtl (ei(Qlfﬂ'J)tg _ ei(Ql+7TJ)t2) (119)
B

The real part of the spectrum obtained by the Fourier transformation is

3The relaxation rates differ because single-quantum coherences of '3C or ®N evolve during ¢;, whereas proton
single-quantum coherences evolve during to. Moreover, the single-quantum coherences oscillate between in-phase and
anti-phase terms during ¢; and t5, and the relaxation rates of in-phase and anti-phase single-quantum coherences differ
as described in Section The actually observed relaxation rates E2,1 and ngg are averages of the in-phase and
anti-phase values, despite the fact that (i) the density matrix is purely anti-phase (consisting of 2.7,.7, and 2.7,.%,
operators) at the end of ¢; (due to the presence of the cyan decoupling pulse) and that (ii) only the in-phase (.#, and
#,) coherence contributes to the signal in t.
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=2 =2 =2
212 R R
%{Y(w)} _ N~2h* By — 2,2 — 2,1 +— 2,1
8ksT Ry 4+ (w— )2 \Byy + (w—Qu+7J)2 Ry + (w—Qy —7J)?
(11.10)

11.3 Decoupling trains

If we perform the experiments as depicted in Figure and analyzed above, we obtain a 2D
spectrum with peaks at the frequency offset ()5 in the indirect dimension and a doublet at € 4+ 7.J
in the direct (proton) dimension (Figure [[1.4). Note that the splitting by 7. was removed by
the cyan decoupling pulse in the indirect dimension. Splitting of peaks in the direct dimension is
undesirable, but the remedy is not simple. We acquire signal in real time and cannot remove the
splitting by a decoupling echo. In principle, we can divide the acquisition time into short fragments
and apply a 180° pulse at the frequency of 3C (or *N) in the middle of each such echo (green
pulses in Figure ) In practice, imperfections of such a long series of echoes, affecting especially
magnetic moments with large 2y, are significant. However, more sophisticated series of pulses have
much better performance. Typical examples of decoupling pulse sequences are

e WALTYZ - a series of 90°, 180°, and 270° pulses with phase of 0° (z), or 180° (—x), repeating
in complex patterns

e DIPSI - a similar series of pulses with non-integer rotation angles

e GARP - computer-optimized sequence of pulses with non-integer rotation angles and phases.

In the schematic drawings of pulse sequences, the decoupling (and other) trains of many pulses
are depicted as rectangles with abbreviations of the used sequences (Figure [11.3(C).

11.4 Benefits of HSQC

At the and of the discussion of the HSQC experiment, we summarize the advantages of recording a
2D HSQC spectrum instead of 1D proton and 3C or N spectra.

e 13C or "N frequency is measured with high sensitivity (higher by (v;/72)%? than provided by
the direct detection, cf. Section [7.10.4)).

e Expansion to the second dimension and reducing the number of peaks in spectrum (only *C or
15N-bonded protons and only protonated *C or °N nuclei are visible) provides high resolution.

e 'H-13C and 'H-'°N correlation is important structural information (it tells us which proton is
attached to which 3C or °N).
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1 i/\x
N X

xly |

| | GARP

1
1HI4JI

130 or15N I

Figure 11.3: HSQC experiment. A, basic HSQC pulse sequence. B, general idea of the decoupling in the direct
dimension. C, Standard presentation of the HSQC pulse sequence with decoupling in the direct dimension. The
decoupling pulse applied to proton and to 3C (or !*N) are shown in cyan and green, respectively. The label z/y
indicates repeated acquisition with the phase of the given pulse set first to 0° (z) and than to 90° (y), in order to
obtain a cosine-modulated and sine-modulated 1D records for each ¢; increment. Other symbols are used as explained

in Figure 11}
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Figure 11.4: HSQC spectrum of a 'H-'3C (or 'H-'°N) pair. The two-dimensional peaks are displayed as contour
plots. Frequency offsets of the proton and 3C (or !5N) are Q; and s, respectively. The left spectrum was obtained
using the pulse sequence shown in Figure [[T.3A, the right spectrum was acquired with the decoupling applied in the

direct dimension (Figure [11.3B,C).

11.5 COSY

We started the discussion of experiments based on scalar couplings with heteronuclear correlations
because they are easier to analyze. The basic (and very popular) homonuclear experiment is COSY
(COrrelated SpectroscopY). Its pulse sequence is very simple, consisting of only two 90° pulses
separated by an incremented delay ¢; (which provides the second dimension), but the evolution of
the density matrix is relatively complex. Here, we analyze evolution for a pair of interacting nuclei
(protons). In the text, we discuss only the components of the density matrix that contribute to the
measurable signal. The complete analysis is summarized in Table [I1.1]

Xy t2
t1
b cd

Figure 11.5: COSY pulse sequence. The rectangles represent 90° radio wave pulses applied at a frequency sufficiently
close to the precession frequencies of both interacting magnetic moments.
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pla) = %ft + %m(ﬂlz + .%.)
thermal equilibrium, the matrices are different than for the noninteracting spin, but the con-
stant is the same.

o p(b) = 554 + 36(=S1y — Sy)
90° pulse, see the one-pulse experiment

.« 0fe)= 1

where c¢11 = cos(21t1), s11 = sin(Qt1), co1 = cos(Qat1), s91 = sin(Qaty), ¢y = cos(mwJty), and
sy1 = sin(wJt;) — evolution of the chemical shift and coupling.

The second 90° pulse creates the following coherences
p(d) =54

2
1 . S o w
Fsk(—cricn A H sucn S [-eis n 25,5y —| s115712.91. 52 |)

-I—%li(—CleJlfgzﬂL 5911 Iy |—C21571251y Iop—| 521571251y I2 |).
The red terms contain polarization operators, not coherences, they do not contribute to the
signal. The green terms contain in-phase single-quantum coherences, only they give non-zero
trace when multiplied with M+ X (S +1Iy + oy +15,). The blue terms contain anti-phase
single-quantum coherences, they do not contribute to the signal directly, but they evolve into
in-phase coherences during acquisition due to the scalar coupling. The magenta terms contain
multiple-quantum coherences. They do not contribute to the signal, but can be converted to
single-quantum coherences by 90° pulses.ﬁ Such pulses are not applied in the discussed pulse
sequence, but are used in some versions of the experiment.

e The terms in black frames evolve with the chemical shift of the first nucleus during acquisition:

s11671 12 — S11C11C19C 2510 + S11CT1 S]Q(ft]Qfly—i_ unmeasurable anti-phase coherences

—821SJ12j1yj2Z — 8215J10128J2j1$ + 8218J18125J2j1y+ unmeasurable anti-phase coherences [,

where cjo = cos(,t2), sp2 = sin(Q,ts), cj2 = cos(nJty), and sy = sin(wJty). Using the
following trigonometric relations
Coi + ot o, — € —Spe t Sai Sk + Sk

CakCak = =55 SukSgk = T"k CakS = ——05—— SurCyr =~ (1111)
+

where ¢, = cos((Q, £ 7J)t;) and s7, = sin((2, = 7J)t;.), the terms contributing to the signal

can be written as

(517 + 51 (eny +ey) F (e — ) (=sip +51) | Tz + | G0y + 550510+ 555) + (e — ) e — ) | H1y

[Q1,01] [Q2,1] [Q1,01] [Q2,01]

4We have not analyzed evolution of the multiple quantum coherences so far. To do it, it is sufficient (i) to recognize
that multiple quantum coherences commute with 2.7, %, (therefore they are not influenced by the weak J-coupling),
and (ii) to analyze "rotation” of individual constituents of the product operators (e.g. of .71, and #o,) "about” #,;
individually and calculate the product of the results of the rotation.
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The first and second line show coherences providing the real and imaginary component of the
complex signal acquired in the direct dimension (3).

e Evaluation of the traces of M+ p(t2) gives the following modulation of the signal:
('9;1 + STI) (Oi(Qlfﬂj)fz 4 Oi(Q1+WJ)t2) + i(CQ—I _ C;rl) (ei(ﬂl—Tr.])tQ _ ei(Ql+7FJ)t2)

>

[€21,924] [Q2,21]

The imaginary signal in the indirect dimension is obtained by repeating acquisition for each
increment of ¢; with a different phase of the second 90 ° pulse (shifted by 90 °, which corresponds to
the direction y in the rotating coordinate system).

e The second 90° pulse with the y phase creates the following coherences
pd) = 3.7
Cnchfly —3110,11«/“12— C115J12j1zf2m +5115,/12f1y[2x)

1
+5k(—
+56(—| ca1c1I2y |—s21051-F2.—| C215712I10 Iz 5215712510 12y).

e The terms in black frames evolve with the chemical shift of the first nucleus during acquisition:

CHC'jlgﬁly — (:Hchslzc,]Q,fh; — CllelClgCejgzﬁly—f— unmeasurable anti-phase coherences

—5918712 512 P9, — 2157151257215 — 621$J1C128J2f1y+ unmeasurable anti-phase coherences |.

The terms contributing to the signal can be written as

(er1 + Czr1)<5172 + STQ) + (—s31 — 52+1)(C;2 - CE) jlz - (crp + (’Tl)(CIQ + i) + (=s51 + 5;1)(*5172 + 5?2) jly'
[Q1,01] [Q2,01] [Q1,01] [Q2,01]

e Evaluation of the traces of M + p(t2) gives the following modulation of the signal:
_i(c;l + Ci‘rl) (el<Q]fTr./>t2 + el(Q]%»ﬂ'J)tg) + <_551 + S;i) (el(Qlfﬂ'J)tQ _ el(Ql+7rJ)t2)

N J/

~
[Q1,04] [Q2,0Q1]

Now we combine signals obtained with the different phases of the second pulse.

e The hypercomplex signal (sum of the signals recorded with the z and y phases of the second

pulse) is modulated as
efi% (ei(ﬂlfﬂj)h _|_ ei(321+7",])[1> (ei(fllfﬂ,])[z + ei<§21+7ﬂ])L2)

[Q1,241]
+(ei(Q2—WJ)t1 o ei(Qg—‘rﬂ'J)tl) (ei(ﬂl—ﬂj)tg - ei(Ql+7rJ)t2)

J/

)

22,0
where we replaced —i by e /2.

e The green component of the signal evolves with the same chemical shift in both dimensions,
providing diagonal signal (at frequencies [Q21, ;] and [Qs, 5] in the 2D spectrum). The blue
(originally anti-phase) component of the signal also evolves with €y in the direct dimension
(t2), but with 5 in the indirect dimension (¢;). It provides off-diagonal signal, a cross-peak at
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frequencies [Q21, 23] and [, ;] in the 2D spectrum. Note that the blue and green components
have the phase different by 90°. Therefore, either diagonal peaks or cross-peaks have the
undesirable dispersion shape (it is not possible to phase both diagonal peaks or cross-peaks,
they always have phases differing by 90°). Typically, the spectrum is phased so that the
cross-peaks have a nice absorptive shape (see Figure because they carry a useful chemical
information: they show which protons are connected by 2 or 3 covalent bonds.

e The diagonal peaks are not interesting, but their dispersive shape may obscure cross-peaks
close to the diagonal. The problem with the phase can be solved if one more 90° pulse is
introduced. Such a pulse converts the magenta multiple-quantum coherences to anti-phase
single-quantum coherences, which evolve into the measurable signal. The point is that other
coherences can be removed by phase cycling. The obtained spectrum contains diagonal peaks
and cross-peaks, but (in contrast to the simple two-pulse variant of the COSY experiment) both
diagonal peaks and cross-peaks have the same phaseEl This version of the experiment, known
as double-quantum filtered COSY (DQF-COSY), is analyzed in Section . Its disadvantage
is a lower sensitivity — we lose a half of the signal.

e Also, note that each peak is split into doublets in both dimensions. More complex multiplets
are obtained if more than two nuclei are coupled. The distance of peaks in the multiplets is
given by the interaction constant J. In the case of nuclei connected by three bonds, J depends
on the torsion angle defined by these three bonds. So, COSY spectra can be used to determine
torsion angles in the molecule.

e The terms in cyan frames evolve with the chemical shift of the second nucleus during acquisition
as

S21CJ1 jzm — 8210J10120J2j2$ + S21CJ1 8120J2j2y+ unmeasurable anti-phase coherences

—S115J1 2j1zj2y — SllSJlClQSJQjQx -+ 8118J18128J2j2y+ unmeasurable anti-phase coherences

and give a similar type of signal for the other nucleus:
e—i% (ei(szﬁ.])h + ei(ﬂg+7r.])[1) (ei(ﬂgfﬂ‘.])LQ _|_ ei<§22+7r.])L2)

[Q2,92]
+(ei(ﬂl_7rJ)tl _ ei(Q1+7rJ)t1) (ei(Qg—ﬂ'J)tQ

-

. el(Qg+7TJ)t2) )

01,0]
This signal represents the other diagonal and off-diagonal peak in the spectrum. The complete
signal, including the quantitative factor, can be written as

SWe cannot use phase cycling to remove the green terms resulting in the unwanted diagonal peaks because phase
cycling can distinguish multiple-quantum coherences from single-quantum ones, but it cannot distinguish anti-phase
single quantum coherences from in-phase single quantum coherences.
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<M+> — N,th (e_RQtl (_ei(Ql—ﬂ'J)tl + ei(Ql+7TJ)t1) e—ﬁgt ( I(Ql 7rJ)t2 + el(Ql—l-WJ tg)) e—ig
—i—Nvﬁ% (e—ﬁztl (701(513 Nt il Q) )e—ﬁztz ( Qi@=m)t2 4 (i(Q ) t2)>
K —Roty {(Q -7ty W(Q+m )t —Rata ( i(Qo—nJ)ts Tta
+ ./\/'7718 e (—€ + ¢ )e (—e ?)
+N7hg <e ~Raty (701(52» Tt | oi(Q >~/)m) o~ Rtz (7(‘1(0 7 J)ta )) o-i%

(11.12)

HOMEWORK

Analyze the COSY experiment (Section [L1.5]).
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Table 11.1: Evolution of the density matrix during DQF-COSY. Modulations of the density matrix components
(omitting the /2 factor and the £ component) having the origin in .#;, and %, are shown in black and cyan,
respectively. The product operators are color-coded as in the text.

Real in ¢1:
ORI ORI RN IC) ) T ) (Fis ¥ Far T iy T 17550
Iz +1 0 0 —c11cg1 +ciicg 0
Aa 0 +s11c1 | +Ss11¢g1 | +S11€51€12C 2 + 521571C128 72 +s11cg1c12C52 + S21571C128 72
Fy -1 —c11¢g1 0 +s11cg1812C2 + 521571812872 i(+s11¢g1812¢02 + 521571512572)
251y Iz +s11871 | —s21571 | +S11¢51€12872 — 521571C12C )2 0
214522 +c11871 0 —511CJ1812872 + 521571812€C2 0
2912 2y —C118J1 | —C118J1C12C22 + 21571812522 0
2.4 I +c11871€12522 + C21571812C20 0
251y Iy —(21571€12522 — C118J1512C22 0
291y Iz —C21571 | —C21571€12¢20 + €11871812522 0
2.9, Iz +c21871 0 —521C71522572 + 811871522C 2 0
291, 2y 521571 | —8118J1 | +S21C 102250 — S11871C22C 0 0
Ty —1 —c2101 0 +s21C51522C72 + S118715225 72 i(+s21cy1522C70 + 8118715225 72)
T2a 0 +s21€71 +s21€71 +s21C71022C 72 + S11871C225 72 +521C71022C 72 + S11871C225 72
B2 +1 0 0 —C21CJ1 “+c21C71 0
Imaginary in ¢1:
p(a) | p(b) h(c) A(d) p(t2)
Sz +1 0 0 —s11CJ1 +s11¢71 0
v 0 +s11¢1 0 +ciieg1812¢ 2 + 2157181282 +ciieg1812¢ 2 + 21571812872
F1y -1 —C11Cj1 | —Cl11CjJ1 | —C11CJ1C12CJ2 — C21571C12572 i(—c11cyic12¢02 — C21571€12872)
251y Iz +s11571 0 +c11c51812872 — C21571812C72 0
251492, +c11851 | —c21571 | +er1cg1€12872 — €215 71€12C 72 0
29122y +s11851 | FS11851€C12022 + 21571812522 0
25020 —511871C12522 — 521571512022 0
251y Iy 5215 71€12522 + 811871512022 0
291y Iz 501871 | +521571€C12020 + €C11871512522 0
2.9 I +eo18571 | —e11851 | FC21C 1022570 — €11871C22C 2 0
2.9, Iy +821871 0 +c21C¢71822872 — €11871522C )2 0
Foy -1 —c21¢71 | —c21¢71 | —C21C51C22C 2 — €118 71C225.72 i(—ca1cyic00c0 — €11871C22572)
Sz 0 Fs21¢71 0 fc21¢51822¢ 72 + €118 715228 72 fFca1c71822¢ 72 + €118715228 72
Bow +1 0 0 —821CJ1 +s21C71 0
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Figure 11.6: COSY spectrum of a 'H-'H pair. The two-dimensional peaks are displayed as contour plots, the
positive and negative contours are shown in blue and red, respectively. A one-dimensional slice taken from the 2D
spectrum at the position indicated by the green line is displayed below the 2D plot. Frequency offsets of the protons
are 1 and Q. The left spectra were obtained by the pulse sequence displayed in Figure [[1.5] the right spectra by
the pulse sequence DQF-COSY.
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11.6 DERIVATIONS

11.6.1 APT

The attached proton test (APT) is useful for analysis of systems with multiple protons, most often CH, (C, CH, CHz, CH3). The
experiment consists of 13C excitation, simultaneous echo (discussed in Section [10.8)), and 3C acquisition with proton decoupling. In the
following analysis, the 12C operators are labeled .7z, %, %%, and relaxation is ignored for the sake of simplicity.

T
o pa) = gn S+ 5k X (Jis) + 52T
k=1
The probability density matrix at equilibrium is described in a similar manner as for one or two magnetic moments, the extension
to the multinuclear system is reflected by the scaling constant 1/2™, where n is the number of protons attached to 3C.

T
o pb) = 5w T+ 58 D (Fhe) — 52
k=1
Excitation of 13C is an analogy of cases discussed above.

e Understanding the next step is critical for the analysis. The general conclusions of Section [10.8| apply, but the actual form of the
density matrix must be derived for each system. The general conclusions are: evolution of Q2 (13C frequency offset) due tho the
13C chemical shift is refocused, scalar coupling evolves for 27 as cos(27J7) and sin(2wJ7), nucleus 1 (proton) is never excited (no
proton 90° pulse), therefore only .#;, contributions are present for protons.

e The actual analysis for '3CHz and '2CHj groups requires extension of the density matrix to 2" +! x 27+1 dimensions. Construction
of the basis matrices for such 4" t1-dimensional operator space involves additional direct products with the matrices .%;, %, Fy,
#.. Evolution of the 271 x 271 matrices is governed by their commutation rules, three-dimensional subspaces where ”rotations”
of operators take place are defined by these commutation rules (Egs. [8.29H8.31}).

e When the rules are applied, the analysis gives
n=0: %
n=1: ¢y — 829,
. 1 PR “ n=2: 29 — sc(251: S + 292, L) — 2491, 99,.7,
PO=gnfit g X ()45t o3 By scg(zflzym + 2f225ﬂi V2sm )
—820(41121225@ + 491,93, Sy + 4ﬂ2zﬂ3zyy)
+838=71217221732yz
where s = sin(27J7) and ¢ = cos(2nJT).

e Since decoupling is applied during acquisition, only the .7}, coherences give a measurable signal. Note that the fact that the proton
decoupling is used tells us in advance that the terms containing ., need not be analyzed. Therefore the knowledge of exact
commutation rules is not necessary, the only important conclusion is that the observable contributions to the density matrix are
modulated by cos™ (2w J7) for CH,. During acquisition, these terms evolve under the influence of chemical shift, exactly like in a
one-pulse experiment. If 7 is set to 7 = 2J, then ¢ = cosm™ = —1. Therefore, signals of C and CHjy are positive and signals of CH
and CHj are negative = useful chemical information.

11.6.2 Double-quantum filtered COSY

The double-quantum filtered variant of the COSY experiment (DQF-COSY) provides spectra with the same phases of diagonal peaks
and cross peaks. The modification of the experiment consists of (i) adding a third 90° pulse and (ii) phase cycle of the first two pulses
(Figure. In DQF-COSY, the initial density matrix
,b(a) = E(cﬂt + kI + Hj2z)
evolves as shown in Table The experiment is repeated for times with different phases of the radio waves (see values ¢1 and ¢2
in Table [11.2)). As the consecutive measured records are subtracted before storing the data (indicated by the multiplying factor m in
Table [11.2)), contribution of all coherences are canceled except for the multiple-quantum terms 2.%,.%1, and 2.%1,.%1,. It is therefore
sufficient to analyze only the following component of 5(d):
p(d) = %(%(CnsJﬁr(‘_}w 11)2512 1y + %(Cnsjlffm 571)291y A1)
It is converted by the third 90° pulse to
ple) = %(%(0115J1+('_w~/1)2f1;r,f1z + %(011SJ1+('_)W/1)2f1zf1;1:),
which evolves during t2 as
pt2) = E(S(crrsyiteoisyi)erasyadny — 2(c11871+c2151)812872 510 + 3 (C11871+21571)c205 25y — E(c11871+c0151)5225 10 22)
plus unmeasurable anti-quantum coherences.

Considering orthogonality of the matrices,
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Figure 11.7: DQF-COSY pulse sequence. The rectangles represent 90° radio wave pulses applied at a frequency sufficiently close
to the precession frequencies of both interacting magnetic moments. The symbols ¢1 and ¢2 represent a phase cycle z,y, —x, —y. The
hypercomplex spectrum is obtained by repeating the measurement for each ¢; increment with ¢2 advanced by 90° (see Table |1

cde

Table 11.2: Evolution of the density matrix during DQF-COSY. Modulations of the density matrix components (omitting the x/2
factor and the #; component) having the origin in .#1, and %2, are shown in black and cyan, respectively. The lines labeled ¢1 and ¢2
show phase cycles of the first two radio-wave pulses (cf. Figure The multiplier m indicates whether the data recorded with the
given phases are stored as positive (+) or negative (—) numbers. The modulations after the second pulse averaged by the phase cycle are
presented in the last column labeled i >~. The product operators are color-coded as in Section

Real in t7:
EE IO FO) FC) mA)
P1: +zty -z -yl +z +y —x -y +x +y —x -y +z +y —x -y
¢2: +az +y - -y +a +y - -y iz
m: — + - +
1z +1/0 0 0 O 0 0 0 0 —c11¢j1 —C11¢J1 —C€11¢J1 —Cc11¢ 1|+c11¢y1 —C¢11¢g1 +¢11¢g1 —C11¢g1 0
iz 0 1 0 —Il+si11cy1 +cr1ey1 —s11¢51 —c11¢g1|+s11¢1 0 —s11¢J1 0 —s11¢J1 0 +s11¢71 0 0
Fiy —10 1 0 |—ciicy1 +s11¢51 te11¢y1 —s11¢1 0 +s11¢51 0 —si1cJ1 0 +s11¢71 0 —s11¢J1 0
291y I2z +s11871 FC11851 —S11871 —C118 1| 521571 0 +s21871 0 +s21571 0 —521571 0 0
2510 I2z +ci1s71 —s11851 —c118g1 +S11851 0 +521571 0 —$218J1 0 +s2151 0 —5215J1
210 Foy —c118g1 +C215 71 —€11851 teo1s i|+e118y1 teors 1 Fe11sg1 Feois EXIVEN RS TENTY
251y F2a —c21571 tC118g1 —C215 1 te118 1| FC21571 +€11851 21571 11801 %
251, P2 €21871 —821871 —C21571 +821571 0 +s11871 0 —S118J1 0 +s11871 0 —S118J1 0
2912 Foy Fs21871 +C€21871 —821571 —C€21871|—8118J1 0 +s11871 0 +s11871 0 —S118J1 0 0
oy —1 0 1 0 |—c21cy1 +s21¢51 tc21¢51 —S21¢71 0 +s11¢71 0 —s11¢J1 0 +s11¢71 0 —s11¢J1 0
o 0 1 0 —If+s21cy1 te21cy1 —s21¢1 —c21¢51|+s21¢71 0 —s21¢71 0 —s21¢71 0 +s21¢71 0 0
2z +1]0 0 0 © 0 0 0 0 —C€21Cg1 —€21CJ1 —C21¢ 1 —¢c21¢ 1|+c21¢1 —C21€71 +€21¢51 —€21¢71 0
Imaginary in ¢
p(a) p(b) p(c) p(d) mp(d)
b1: +z+y —xz —y| =z +y —x -y +z +y —x -y +z +y —x -y
P2: +y -z -y +z +y -z -y +z iz
m: - + - +
Sz +1/0 0 0 © 0 0 0 0 —S11€J1 —811€¢J1 —811¢J1 —S11¢J1|+s11¢51 —s11¢71 +811¢J1 —S11C¢J1 0
A a 0 1 0 —14s11¢y1 +er1cy1 —s11¢51 —€11¢J1 0 +eiiega —c11cg1 0 +eiieg 0 —c11eg1 0
Ty —10 1 0|—ciicy1 +s11¢51 te11¢51 —s11¢ 1|—C11¢J1 0 +ciieg1 0 +ciiega 0 —ciieg1 0 0
251y I2z +s11851 +c11851 —S118y1 —C118J1 0 €218 71 0 c21571 0 c21571 0 €218 71
2512 F22 +c11871 —s11851 —€118g1 +S118 5121571 0 Fco181 0 €2158,71 0 €21871 0 0
2515 Fay FS11871 — 501571 FSIIS 1 — 52151 =118 71 — 52151 —8118 71 —s2151 [ AL S210J1
251y S 21871 —S118g1 +521571 —S118J1|$21571 —S118J1 — 521571 —S118J1 — ”2_5115“
291, Son €215 y1 —S21871 —C€21571 +821571[—C1157J1 0 +c11851 0 +ci1s1 0 —C115J1 0 0
2512 Sy Fs21871 +c21871 —821871 —€21871 0 —c115J1 0 +ci1sg1 0 —c118J1 0 +ci1sg1 0
F2y 1 0 1 0|=c21cy1 +s21¢51 +c21¢51 —s21¢51[—Cc21¢71 0 €21C 71 0 Fca1c1 0 c21¢71 0 0
. 0 1 0 l|4+s21¢51 +c21¢51 —s21¢51 —C21¢71 0 Fciicega 0 c11¢1 0 c11¢1 0 C11¢J1 0
L2z 1/[0 0 0 O 0 0 0 0 $21CJ1 —821CJ1 —$21CJ1 —821CJ1[+821C¢71 —$21CJ1 +821CJ1 —821¢J1 0
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T‘r{ﬁ(tQ)(jlz + ie]ly + JQ:B + ley)} =
K, 1 1 1 1
5(15(0115J1+<;’1N/l)ClQSJQ - 5(0115J1+<':1 sy1)s12872 + 15(611&]1*/"_” 571)C22572 — 5(0113J1v"2l 571)822572). (11.13)

Using the trigonometric relations (Eq.[11.11}), the averaged signal (i.e., the signal recorded for the full phase cycle, divided by four) is
proportional to

Tr{p(t2)(S12 + iefly + Sop + iﬂzy)}

K. .
= Z(I(CIISJI Feors)e128 g2 — (c11871+c21571)8128 72 +i(c11871+c21571) 205 70 — (C11871+C21571)85225 72)
_;k —si +5T —s + s i +53, =5+ i i —s + 8T —sp + 53, T 1851 —Sy0 1559
4 2 2 2 2 2 2 2 2

= —si +51 ¢ —cfy it - 53, Sz — S I —s; + 571 ¢ — ¢y T Fs31 Cog — Caa
2 2 2 2 2 2 2 2

(11.14)

In order to obtain a hypercomplex two-dimensional spectrum, the measurements is repeated with ¢2 advanced by 90° for each t;
increment. The components of p(d) contributing to the signal, = —7( (s11871+521571)2512 91y + (s118751+521571)25 1y 1)
are Converted by the third 90° pulse to
ple) = 2( (s11871+521571)2 10512 + 5 (8118J1 $21571)2512 1),
which evolves during t2 as
plt2) = —E(E(s11ss1+501571)c1257251y — 2(s11871+501571)8128 02 S 10 + S (11871 F52151)0205 250y — S(s11871F521571)5205 72 I00)
plus unmeasurable anti-quantum coherences.

Considering orthogonality of the matrices,

Tr{p(t2)(S1z + i1y + Jog +iS2y)} =

—_

et 1 1
*5(15(3113‘]1*”21'*./I)CIZSJZ - 5(8118J1*~“_>1r*./|)812SJ2+15(8118J1+-w|-\/1)('_»_’»/: —(s11871+521571)522572).  (11.15)

[\

Including the factor of two and using the trigonometric relations (Eq. [11.11]),

Tr{ﬁ(tQ)(jlz + ie]ly + JQCL‘ + 1]2y)}

K . .
*Z(l(sllleJrﬁ_’l sy1)c128g2 — (S11871F521571)812872 +i(s118711521571)c22570 — (S11871F521571)522572)

_14 +

Ko —cfi s+t | ol —snptsh L= ¢ —Sa+ 53, | Co1—Cd1 —San + 53
2 2 2 2 2 2 2 2

— ot e et ot am ot -
i €11 — %1 G2~ C12 +(zx ~ %1 G2 T G2 +C11
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(11.16)

Multiplying Eq. by ”i” and combining it with Eq. applying phase correction, and introducing relaxation, modulation of
the signal of the DQF-COSY experiment is obtained:

(M) :Nﬂl% (efﬁgtl( Sl (@1—m)ty +el(nl+wJ)t1)efR2t2( ol (Q1—m )ty +el(91+w>t2>)
4 AR (oot (Ot (O ) oot ( l<m—w>tz+el<m+w>t2))
+N7h% (e 2t1( el—mitn 4 '(Qﬁﬂ)tl)e*thz( i(Q2—m )tz 4 1(Qatm hh))
T G P ) ]

(11.17)

where the lines with the same colors of the sums of exponentials correspond to diagonal peaks at [21,21] and [(2, Q2] and the lines
with different colors correspond to cross-peaks at [(2o,Q1] and [©21, (22]. Comparison with Eq. shows that (i) a phase shift between
diagonal peaks and cross-peaks is present only in standard COSY but not in DQF-COSY, and (ii) the DQF-COSY signal intensity is half
of the value obtained in standard COSY. The spectrum is plotted in Figure Note that diagonal peaks and cross-peaks have the same
phase (form anti-phase doublets).
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Lecture 12
Strong coupling

Literature: Strong coupling for a pair of nuclei is discussed in K12.1, L.14.1-1.14.3, C2.5.2, and
analyzed in detail in LA.8. The idea of the magnetic equivalence is presented in K12.2, .14.4 (for two
nuclei), L17.5 (in larger molecules, with some details discussed in LA.9). The TOCSY experiment
discussed in Sectionm (mixing the .#,, coherences) is described in L18.14, another variant (mixing
the .7, coherences) is presented in K8.11, C4.2.1.2, and C6.5.

12.1 Strong J-coupling

We have seen in Section that secular approximation substantially simplifies Hamiltonian of the
J-coupling if v and/or chemical shifts differ. However, the description of the system of interacting
nuclei changes dramatically if 7, = 75 and chemical shifts are similar.

As usually, the density matrix at the beginning of the experiment is given by the thermal equi-
librium. As mentioned in Section [10.9.3] the effect of the J-coupling on populations is negligible.
Therefore, the initial form of the density matrix and its form after the 90° excitation pulse are the
same as in the case of a weak coupling:

f’(b) =-S5 — _fly_

5 > g (12.1)

In order to describe evolution, we need to know the Hamiltonian. For a pair of nuclei, the
Hamiltonian is given by Eq. [10.3| In the presence of (very similar) chemical shifts

H = +wo 191, +wooIe, + 1] (291,55, + 291, I0y + 291y Ioy) . (12.2)

In this Hamiltonian, .#;, and .#;, do not commute with 2.%,,.%,, and 2.%;,.%5,. Therefore, we
cannot analyze the evolution of the density matrix by analyzing effects of individual components of
the Hamiltonian separately and in any order, as we did in the case of weak the coupling Hamiltonian
wWo1H1s + wooIa, + 1 - 29,9, consisting of three mutually commuting components.

If we use matrices listed in Tables [8.3] and [8.4] the matrix representation of the Hamiltonian is
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S+J 0 0 0
o 0 A-J 27 0

=51 0 2w —a-g o | (123)
0 0 0 -%+J

where ¥ = (wp1 + wp2)/m and A = (wp; — wp2)/m. Obviously, the matrix is not diagonal. In
order to find eigenvalues of the Hamiltonian, corresponding to frequencies observed in the spectra,
we have to find a new basis where the Hamiltonian represented by a diagonal matrix. This is done

in Section [12.4.1 The diagonalized matrix " can be written as a linear combination of matrices
listed in Table [B.3]

%l = wé,lflz + wfmcﬂgz + wJ - erlzjgz, (124)
where
! 1 2 2 72
Wo = 5 | Wor +WozF \/(Wo,l —wp2)? +4m2J (12.5)
1
W&Q = 5 (wo,1 + Wo2 — \/(W()’l — w072)2 + 47T2J2) . (126)

We see that #” consists of the same product operators as the Hamiltonian describing a week
coupling, only the frequencies differ. The density matrix p(b) and the operator of the measured
quantity M+ should be also expressed in the basis found in Section . The transformed density
matrix p’ consists of the same product operators as the density matrlx in the original basis, they are
just combined with different coefficients. We can thus repeat the analysis presented for a weak J-
coupling in Section [10.3| using the same rotations in the operators space as presented in Figure [10.3]
The analysis of a strongly j-coupled system differs only in three issues: (i) we start to rotate from
a different combination of product operators, (ii) the angles of rotations differ, being given by the
frequencies wy ;,wy 5 instead of w1, wo 2, and (iii) we have to calculate a trace of the density matrix

multiplied by the transformed operator of transverse magnetization, M . The analysis is presented
in Section [12.4.2] Fourier transformation of the result (Eq.[12.52)) is

R{Y (w)} = (1 S ) N~*h By Ry

\/A2 +4%) 8keT R)+ (w— Q) — nJ)?
N’}/Zh?Bo Eg
8ksT R+ (w— Q) — )2

) N~%h? B R,

+

1+
m

_|_

8ksT Ry + (w— O +7J)2
N’}/2h2B[) RQ
8kpT ﬁ; + (w—Q) +7J)?

(
<1+¢m
(

_m
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) NyRBy  w—Qh—nJ
8ksT Ry + (w— QU — )2
) NVRBy  w—Qh—nJ

m

8ksT Ry + (w— QY — )2
N2W2By,  w— Q) +mJ
vA2+4J2 8kpT R§+(W—Q’1+7TJ)2
, (1 J ) N2W2By  w—Q +nJ
—i(1-= — )
VAZ+472)  8ksT Ry (w—Q +7J)?
Spectra for three different values of [y — 2| are plotted in Figure m The features that

distinguish spectra of strongly coupled nuclear magnetic moments from those of weakly coupled
pairs are

—_
+

(-
_i(”m
(

(12.7)

e The centers of doublets of peaks of individual nuclei are shifted from the precession frequencies
of the nuclei ; and 5 by a factor of + <Ql — Qg — \/(Ql —0y)2 + 47T2J2> /2.

e The intensities of the inner peaks of the doublet of doublets are increased and the intensities
of the outer peaks are decreased by a factor of 2mJ/\/(Q1 — Q2)2 + 4m2J2.

The square root /(€ — Q2)? + 472.J? specifies the limit between weak and strong J-coupling.
If |2y — Qy] > 27|J|, the factors modifying the peak intensities are negligible and the J-coupling
is considered weak. The other limit, |2, — Q3] — 0, deserves a special attention and is discussed in
more details in the next section.

12.2 Magnetic equivalence

If two interacting nuclear magnetic moments have the same precession frequencies (due to a molecular
Symmetryﬂ or accidentally), and if they are not distinguished by different couplings to other nuclei,
they are magnetically equivalent.

Following the trends in Figure [12.1| suggests that only one peak appears in a spectrum of a pair
of magnetically equivalent nuclei. This explains why we do not observe e.g. splitting due to the
relatively large J-coupling of protons in water (|>J| ~= 7 Hz).

From the theoretical point of view, a pair of magnetically equivalent nuclei represents a funda-
mentally different system than a pair of weakly coupled nuclei (even for identical J constant). The
eigenstates of the Hamiltonian of the magnetically equivalent nuclei in éo are not direct products of
the |a) and |3) eigenstates (as we described in Section [8.9.3). The pair of magnetically equivalent

INuclei can be inequivalent even if the whole molecule is symmetric (i.e., achiral). Existence of a plane of symmetry
is not sufficient, the plane must bisect the particular pair of nuclei. Otherwise, the nuclei are diastereotopic and
magnetically inequivalen.
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Figure 12.1: One-dimensional spectra of strongly J-coupled 'H-'H pairs. The spectra are plotted for ; —Qy = 47.J
(top), Q1 — Qo = 27J (middle), and Q1 — Qs = 0.87J (bottom).
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Table 12.1: Eigenvalues of selected operators for a pair of magnetically equivalent nuclei. The
operators 12, I?, I?, and I’ are defined in Section [10.9.2, 7#' = (wy+ 7J)F1, + (wo — 7J) Io, + 7J -

291, .

Eigenfunction I? 2 I _f; E%

o) © ) 3n*/4 3R*/4 20 +h Hwo+5J
Lla) ®[8)+ L|8) @) 3h2/4 3hP/4 21 0 ey

Loy @|8) - L8y @la) 3R/4 3m2/4 0 0 -

16) ©18) 3h2/4 3h%/4 20 —h —wo+%J

nuclei is similar to a pair of electrons discussed in Section[10.9.2] The eigenfunctions and eigenvalues
for important operators are listed in Table

The eigenfunctions help us to understand the difference between quantum states of non-interacting
or weakly J-coupled pairs on one hand, and magnetically equivalent pairs on the other hand. We
have discussed in detail that the stationary states |o) ®@|a), |a)®|5), |8)®|a), |B) ®|B) are important
in single pairs of nuclei, but are rarely present in large macroscopic ensembles. Now we see that in
the case of magnetically equivalent nuclei, |a) ® |5) and |5) ® |a) do not even describe stationary
states of a single pair. Instead, the stationary states are their combinations.

The eigenvalues of the operator representing square of the total angular momentum 1% tells us
that three eigenstates have the same size of the total angular momentum (y/2%) and one does not have
any angular momentum (and therefore any magnetic moment). The energy differences (eigenvalues
of ' multiplied by &) between the three "magnetic states” are the same in isotropic liquids (but
they differ if the dipole-dipole coupling is not averaged to zero), which explains why we see only one
frequency in the spectrum. The "non-magnetic” state does not have any magnetic moment and thus
does not contribute to observable magnetization.

The analysis is more demanding if a magnetically equivalent pair is a part of a larger molecule.
Nevertheless, it can be shown that J-couplings between magnetically equivalent nuclei in larger
molecules do not affect the NMR spectra (Sections [12.4.3| and [12.4.4]

12.3 TOCSY

At the first glance, molecules whose nuclei have very similar chemical shifts (by accident or as a result
of molecular symmetry), and are therefore very strongly J-coupled, seem to represent a special case.
However, tricks discussed in the previous lectures allow us to exploit advantages of strong .J-coupling
even if the chemical shifts are very different. We have learnt that we can use a spin echo to suppress
the effect of the chemical shift evolution, which is exactly what we need: no chemical shift evolution
corresponds to zero difference in frequency offset. If we apply the simultaneous echo (actually,
the only echo applicable to homonuclear pairs) that keeps the J-coupling evolution but refocuses
evolution of the chemical shift, the state of the system of nuclei at the end of the echo is the same as
a state of a system of nuclei with identical chemical shifts. Note, however, that a single application
of a spin echo is not sufficient. Our goal is to make the strong coupling to act continuously for a
certain period of time, comparable to 1/.J, not just in one moment. Therefore, we have to apply
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Figure 12.2: TOCSY pulse sequence. The narrow black and wide cyan rectangles represent 90° and 180° radio wave
pulses applied at a frequency sufficiently close to the precession frequencies of all interacting magnetic moments.

a series of radio-frequency pulses to keep the strong coupling active for a whole mixing period. In
principle, a series of very short coupling echoes with very short 180° should work (Figure .
However, specially designed sequences of pulses with much weaker offset effects are used in practice.ﬂ
Two-dimensional experiment utilizing a mixing mimicking the strong coupling is known as Totally
Correlated Spectroscopy (TOCSY). There are numerous variants of the experiment, here we present
only the simplest version (Figure illustrating the basic idea.

In order to describe the major advantage of the TOCSY experiment, we analyze a simple system
of three nuclei (e.g. three protons) where nuclei 1 and 2 are coupled, nuclei 2 and 3 are also coupled,
but there is no coupling between nuclei 1 and 3 (a more general analysis and matrix representations
of the product operators for ensembles presented in Section . Let us assume that both coupling
constants are identical (J1o = Jo3 = J). Before the TOCSY mixing period, density matrix of our
system evolves like in the NOESY or COSY experiment. The starting, equilibrium, density matrix
pla) = i('ﬂt + KA, + kI, + K I3,)
is converted to
p(b) = 711(% — Iy — kI — KIsy)
by a 90° excitation pulse and evolves during the incremented evolution period t;. For the sake of
simplicity, we pay attention to the fate of the coherences modulated by the chemical shift of nucleus 1:
p(c) = =% cos(ty) cos(mJty) Iy, + ...

Let us assume that the TOCSY pulse train is applied with the 90° or —90° (y or —y) phases of
the radio waves. As a consequence, the pulses keep the .#,, %, %3, components of the density
matrix intact and rotate other coherences "about” the .%,, "axis”. Because the trains contain many
(hundreds) of pulses, the imperfections of the pulses and stochastic molecular motions randomize
the direction of the polarizations in the xz plane (an effect similar to the loss of coherence in the xy
plane during evolution in the By field). Therefore, we assume that only the .#,, %, .#3, coherences,
"locked” in the y direction of the rotating frame, survive the TOCSY mixing pulse trainﬂ

The Hamiltonian describing the evolution of our simple system during the TOCSY mixing period
is

Jrocsy = 1 (2591, I9, + 291, I0, + 251y Ioy + 259, I, + 259, Isy + 255, 93,) . (12.8)

Note that the Hamiltonian is fully symmetric in our coordinate system. In our version of the
TOCSY experiment, we decided to preserve only the .#,, coherences by the choice of the phase of

2Technically, our task is very similar to decoupling during acquisition, shown in Section
3If coherences other than .#,, are not destroyed completely, their contribution can be removed by phase cycling.
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the applied pulses. However, the Hamiltonian itself acts on the .%,,, #,,, and %, in a completely
identical Wayﬁ Therefore, the effect of the Hamiltonian is called isotropic mizing (working equally
in all directions).

All components of the Hamiltonian in Eq. commute (because the echo removed the chemical
shift components) and it is possible to inspect their effects separately. Such analysis is straightforward
for two interacting nuclei, but gets complicated for three or more nuclei. Nevertheless, a useful insight
can be gained from the inspection of commutation relations of the Jrocsy Hamiltonian, derived in
Section . First, #rocsy does not commute with #,,. It tells us that —% cos(21) cos(w.Jt,)#,
partially evolves to other coherences (or populations) during the TOCSY mixing (Eq. [12.60)). Sec-
ond, Jrocsy does not commute with ., + %, either (Eq. . We see, that the lost portion
of —% cos(€:ty) cos(mJty).#, is not completely converted to —% cos(€2it1)cos(m.Jt).%,. Finally,
Hrocsy does commuteﬁ with %, + S, + S5, (Eq. . If A, + Sy + H3, does not change
and £y, is not completely converted to .#,,, the missing portion of .#;, must be compensated by
formation of —% cos(t1) cos(mJt1).#5,. The fraction of the density matrix converted to #, and .%5,
depends on the length of the TOCSY pulse train (mizing time), on actual values of the J constants
(they are not identical in real case), on relaxation, and on the evolution during the pulses (their
duration is not negligible compared to the lengths of individual echoes in the train if the goal is to
have the echoes as short as possible). In our analysis, we describe the fraction that stays in the .#,
by a factor ay;, the efficiency of the transfer from nucleus 1 to nucleus 2 by a factor a;s, and the
efficiency of the transfer from nucleus 1 to nucleus 3 by a factor a;s.

Detailed analysis of the evolution of the density matrix (the procedure, presented in Section ,
is very similar to those described in previous lectures for other 2D experiments) shows that the
coherence .#, provides three components of the signal (see Eq.

K 5 oy .
~a e Rotq (e i(Q1—7J)t1 +e 1(Ql+7rJ)t1)

8

i KR
—@a19€
3 12
+ Ealge_EQtl (e—i(Ql—TrJ)tl + e—i(Ql+7TJ)t1) e—RQtQ (e—i(Qg—ﬂ'J)tg + e—i(ﬂ3+7rJ)t2) ] (129)

8

e—ﬁgtg (e—i(Q1—7rJ)t2 + e—i(Qr‘HrJ)tz)

—Raot1 (e—i(Ql—ﬂ'J)tl + e—i(Ql+7TJ)t1) e—EQtQ (e—i(Qg—ﬂ'J)tQ + e—i(ﬂg+7rJ)t2)

These components represent one diagonal peak (at the frequencies [, 2]) and two cross-peaks
(Figure , including a cross-peak at the frequencies of protons that are not directly J-coupled
([€21,€3]). This is a fundamental difference between COSY and TOCSY spectra. Appearance of
cross-peaks in the COSY spectra requires a direct J-coupling, whereas cross-peaks in the TOCSY
spectra correlate all peaks of a spin-system (a network of nuclei connected by J-coupling), even if
the coupling of a particular pair is negligible (Figure . Structural information in COSY and
TOCSY spectra is complementary. The TOCSY experiment describes the complete spin systems in
a single spectrum, COSY spectra distinguish directly J-coupled nuclei (usually vicinal and geminal
protons).

4We could select .7, coherences equally well by applying pulses with a phase of 0° (x). The ., can be selected
by applying additional 90° before and after the TOCSY pulse train (this approach is described in K8.11 and C6.5).
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Figure 12.3: DQF-COSY (left) and TOCSY (right) spectra of a molecule with three protons with the J-coupling
constants |Ji2| > |Jas| and J;3 = 0. Note the presence of a cross-peak correlating the not coupled protons 1 and 3 in
the TOCSY, but not in the DQF-COSY spectrum.

HOMEWORK

Using results of Section [12.4.1] analyze evolution of the density matrix in the presence of a strong

J-coupling (Section [12.4.2)).

In practice, the pulse trains are optimized for the given purpose.
5In general, J#ocsy commutes with the operators of all three components I ; of the total angular momentum,
where j € {z,y, 2} and I; is a sum of I,,; for all nuclei n.
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12.4 DERIVATIONS

12.4.1 Diagonalization of the J-coupling Hamiltonian matrix

The matrix representation of the Hamiltonian describing chemical shift and strong J-coupling, written in the basis constructed from the
o and J states of the interacting nuclei (i.e., |aa), |Ba), |aB), |88)), is

Z+J 0 0 0
T 0o A—-J 2J 0
=3 0 2J -A-J 0 ’ (12.10)
0 0 0 —-X+J

where ¥ = (wo,1 + wo,2)/m and A = (wg,1 — wo,2)/7. We are looking for a new, diagonal matrix representation of our Hamiltonian
H'. A similar task is solved in Section [10.9.2} the matrix in Eq.[12.10| just have more complicated elements. From the mathematical point
of view, diagonalization of our Hamiltonian can be described using a transformation matrix 7":

H =TT, (12.11)
Multiplying by T from left gives
TH = HT. (12.12)
The desired eigenvalues w;c and eigenvectors \1/12) can be obtained by comparing the eigenvalue equation
A |y.) = wi|¥) (12.13)

with the left-hand side of Eq. [12.12

Ti1 T2 Tis Tia wp 000 wiTi1 wiTi2 whTi3 w)T1a
To1 Too Tas Toa 0 wh 0 0 | _ [ wiTer whTas wiTes w)Thy (12.14)
T31 T39 T33 T34 0 0 wé 0 - w’1T31 w’2T32 wéng wéT34 :
Ty Taz Tyz Tua 00 0w wiTar wyTuz wyTyz wyTas
The eigenvalue equation can be written as a set of four equations for k = 1,2,3,4
S+J 0 0 0 ik (S + )Tk Tis
ol T 0 A—-J 2J 0 Tok _ (A = J)Top +2JT3y o Top AT
AN =51 o 2 —a-J 0 Ty | = 2 | 20100 = (A + 1)1y | =9k | 1y | = 9RIVR)- (12.15)
0 0 0 —x+J) \ Ty (= + J)Tup Tun
The first row of the middle equality allows us to identify
o= T(m )= Lt T, (12.16)
2 2 2
if we set To; = T31 = T41 = 0, i.e.,
T11
0
WD =1 4 (12.17)
0
Similarly,
;) _ T _ wo,1two2 T
Wy= (-S4 J)= 22 TF02 L g (12.18)
2 2 2
for
0
0
) = 4 (12.19)
Tyq

The w) and w} values can be calculated from the equations
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2w} Top = m(A — J)Tay, + 27Ty, (12.20)
2wy, sy, = 2 Toy, — (A + J)Tag, (12.21)

(setting T12 = Ty2 = T13 = Ty3 = 0).
T3k can be expressed from the first equation

2w +m(J = A)

Ty = ——————T: 12.22
3k o 2k ( )
and inserted into the second equation
(2wl 4+ m(J + A) 2w}, + 7(J — A))Tay, = (2mJ)?* Tap, (12.23)
directly giving
wl, = —g (7 + VA +az). (12.24)
Choosing
— 2 A2 J2
wh = _g (J — V4t AZ) _ Vlwoa w";) AT g.] (12.25)
and
— 21 4n2)2
wh = _g (J + V472 + A?) __V(woa ”02*2) A gJ. (12.26)
completely defines the diagonalized Hamiltonian
X4+J 0 0 0 , 100 O , 1000 10 00
v - T 0 VAZ4+4J2-J 0 0 %1 (01 0 O +W0,1 0-10 0 T 0—-1 00
) 0 0 —VA+4J%2-J 0 ) 00-1 0 2 0010 00 —-10
0 0 0 -X+J 00 0 —1 00 0-1 00 01
= w(l)J]lz +w6’2ﬂ22 + 7 J29 . 2z, (12.27)
where
s 1
wé’l = 5(2 + VA2 4J2) = 5 (WO,l + wo,2 + \/(woyl — w0,2)2 + 471'2.]2) (12.28)
1
wh2 = g(E — VA2 +4J2%) = B (wo,l +wo,2 — \/(wo,1 —wo,2)% + 47r2J2) . (12.29)
The new basis is given by Egs. @ and the normalization condition
4
Whlvp) =1= > T5 =1. (12.30)
j=1

The normalization conditions immediately defines 711 = T44 = 1. Substituting wé into Egs. [12.20] and [12.21} respectively, gives

T2 _ V4AJ2+AZ-A

_yrra e (12.31)
T2 2J
T2 _ VASZ+ATHA (12.32)
T2 2J ' ’
Consequently,
T3,  VAJE+AZ-A (12.33)

T3, VA2 +AZ4+A

and applying the normalization condition T322 =1- T222
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1+T5 VA2 4+AZ-A

= 12.34
TZ, VAIZ 4+ A2 + A ( )
defines
2 1 VA2 + A2+ A
T35 = = (12.35)
1o Varriazoa 2v4J2? + A2
VAJZ+AZ+A
and
VAJ2 + AZ — A
Th=1-Th =20 T2 -8 (12.36)
2v4J2 + A2
Similarly, T223 and T§3 can be calculated by substituting w} into Egs. |12.20|and |12.21
VA4J2 + AZ — A
T2, = var+tat -4 (12.37)
2v/4J2 + A2
VAJZ + AZ + A
12, = Y2ttt A (12.38)
2v/4J2 + A2
If we use
1 A 1 A 1 A
Too =T33 =4 |-+ —————==c¢, Toz3=4|-— ——==5¢, T30 =—4|—-+ ——= = —s5g¢, 12.39
2EIETN e T ovaryar Y BT\ avarrrar Y P T\ 2 T avarr g Az ¢ (12.39)
we obtain a transformation matrix
10 0 O
= | Oce —s¢ 0
T= 0 Se c¢ 0 (12'40)
00 0 1
which is its own inverse (T‘l =T=>T'"T=1TT= 1). Later, we also use the following relations between ce and s¢:
1 A 1 A
2 2
c;+sg = -+ + - — =1 12.41
CTTE T 2 T oVATP AT 2 2VAJZ £ A? (12.41)
1 A2 4J2 + A% + A2 2J
2ce8¢ = 24— — = + + = . (12.42)
4 4(4J2 + A2) 4J2 + A2 V4J? + A2
Finally, the new basis consists of the following eigenvectors
0 0
1 1 A 0 1 A 0 0
. |o N 27 0arzia? | _ | e " 2 2ar4az | | —s |0
e I e el Il B0l IR B e = el wa=|o (12.43)
0 2 2\/4J24A2 0 2 2\/as24A2 0 1
0 0

We can also use the transformation matrix to express the density matrix (p' = TﬁT) and the operator of the measured quantity
(Ml =TM,T) in the new basis (cf. Eq.[12.11)). In particular, we are interested in the transformed operators .9, + .75 and |, +.75, =
Ao+ I5p +i(Iy + 73,

10 0 O 0-1-10 10 0 O 0 _(Cf +85) —(Cg — 85) 0
71 ;o A 065 —850 i 10 0 —1 065 —S;}:O _i C§+S§ 0 0 —(c§+s§)
Sy + Sz = Ty + I2)T = O0sg cc 0]2|10 0 -1 [0se ce O 2| ce—se 0 0 —(ce — s¢)
00 0 1 01 1 0 00 0 1 0 ce + s¢ Cce — Sg 0
0 —1-10 0 —141 0
i +1 0 0 -1 i +1 0 0 -1
= 655 10 0 —1 + 555 10 0 41 = Cg(]ly —+ ]Qy) —+ S§(2j12j2y — 2]1?!]22)7 (12.44)

0 +1+1 0 0 41 -1 0
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10 00 0110 10 00 0 cetsece—se O
, g = | Oce —s¢ 0 11001 0ce —s¢ 0 71 ce + S¢ 0 0 ce + S¢
AatSoe = TNt P2)T =1 g 0 50| 51001 [ |0s ce 0] T2 ce—se 0 0 ce—se
00 0 1 0110 00 0 1 0 cetsgce—sg O
0 +1+41 0 0 +1-10
1410 0 41 1[+10 0 +1
:c§§ 110 0 41 —|—85§ 10 0 -1 = ce(S1e + S22) + 56 (2912 I20 — 2915.922), (12.45)
+141 0 0 +1-1 0
OC§+S§ Cg*Sg 0
0 0 0 i ) . .
I+ Iy, = 0 0 0 zztzg = ce(Iia + Joo + 191y +1I2y) + 8¢ (2512 I20 — 2910 I2, + 1291, S0y — 1291 52.) (12.46)
0 0 0 0

12.4.2 Strong J-coupling and density matrix evolution

When the density matrix at the beginning of the evolution is written in the new basis (where the Hamiltonian matrix is diagonal), it
consists of multiple contributions. We analyze its evolution separately for the operators contributing to the signal of individual nuclei, and
write the progress of the analysis in a table. The density matrix can be divided as

N R K o ~
Starting with 47,
. . « wh 11 wJ-2.F, Py ~
Contribution g (b) OL) i _i * Te{py ()14 }

7 +5ce  +Zced] +Ececies + Bsesisy +i%C§CiCJ +igeesesiss | _ e, + 2L
291y I2z —5se —5sec) —5secieg — Seesisy +igs£c’10J+igc555s’1$J TR\ igeias 1%

Az 0 —5ces) —5cgsheg + 5secisy —gcgs/ch +5ceseersy | _ —E(shey— ——2L (s
212 S22 0 +5sesy  tsesics — Seechsy  —§sisies + Seesecisy [ 2 \U T Vageear T

Using the following trigonometric relations
— I+ /— I+ ’— 1+ ’— 1+
¢, +c¢ c;, —c¢ —s; +s sy +s
% shsg=2—21 dsyj=—"21 "1 ;=L "1 (12.48)

r_
acr= 2 2 2

where c'li = cos((wp,; — wrot = mJ)t) = cos((Q) £ wJ)t) and s/li = sin((wp 1 — wrot = 7J)t) = sin((Q] £ 7J)t) (Wrot = —Wradio),

2J K 2J
/ / / /
(Cch - m“a 2 (slc‘] - mcl‘”)
(c’l + it 2] - c’1+> K <s’1 + 57t 2J s — s’ﬁ)

Te{ph ()71} = i

N

Il
vl =

+ -= +
2 VA4J? + A2 2 2 2 VAaTZ + AZ 2
K 2J ,_ ( 2J ) P (( 2J ) ,_ ( 2J ) /+))
1+ === )+ (1- = | +i( (1 = ) s + (1 - =
4 (( VAaJ? 1 AQ) “ Viriaz)r ! Virrtaz)’ Varyaz)®

i

(G
Fe s~
4 4J2 + A2

_ Rz 2J )ei(Q’lfﬂ-J)t " (1 _ 2J RICIEEY (12.49)
VaJZ + A2 ’ ’
We now repeat the analysis for nucleus 2.
/
. s A z 2512522 -
Contribution g4 (b) «0,2-2 251252 Tr{p5(t)-#5, }
v 2 v
oy +§c£ +§chi2 "F%C&C%CJ - 2855:2@ ﬂ%cgc%w - %505555:25‘] } s (C/QCJ _ Lsgs‘])
29122y +5 ¢ +§S§C/2 +g$5C/QCJ — 2055/25J +1’§82§C,26J _’150555,828(] 2 VAT2FA2
K
BZm 0 —5CeSy —5CeS9CT — 58¢Cy8 TCeS20) T 9CeSeCST | w shes + 2J s
291, Iou 0 —%s§sé —%S§S’QCJ - gCgCéSJ 7%S§8lzcv] - 505550’25J 2 \ 728 U gaian 27
Using the following trigonometric relations
’— /4 ’— 14 ’— I+ ’— I+
c, +c c, —¢cC —S5 + S8 Sy + 8
CIQC‘]:% 5'251:% 5'25]:% SIQC‘]:%, (12.50)
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where c’zi = cos((wp g — wrot & mJ)t) = cos((Q2) £ wJ)t) and 3'2:‘: = sin((wp o — wWrot £ mJ)t) = sin((Q £ 7 J)1),

—-

, 2J , K [, 2J ,
G rrare) T2\t e

<c'2 + c';r 2J c’{ - c/2+> K (s/2 + 5'2+ 2J 8/27 — 5'2+ >

Tr{py(t) S5} =

2

2 VaJ? + A2 2 2 VA2 ¥ A2 2

(- )+ (o )4 (- )+ (o i) #)
i— -] c — | c 1 — s — s
4 1J2 1 AZ) 2 A2+ A2) ? 12+ AZ) 2 1J2+AZ) 2

iz 2J (Q! 2J .
=55 (- T < (1 ) <) (1220

Combining results presented in Egs. [12.51] and [12.49] applying phase correction, and including relaxation, we obtain the following
description of the evolution of the signal:

N~2h2By o Tt

BT ((1 — 2cese) (@ =7t 4 (14 2cese) @+t (14 2cese) el(@a—m)t 4 (1 — 2cese) ei(né"""J)t) , (12.52)
B

(My) =
where 2cese = 2J/V4J% + A2

12.4.3 7, and operators of components of total [ commute

We show that the operator of each component of the total angular momentum (e.g., Iy < 9y = Sz + oz + I35 + ... ) commutes
with the strong coupling Hamiltonian 7 for any number of nuclei in the coupled system and for any values of the J constants. For
j=a,k=y,l =z or for any cyclic permutation (j =y,k=z,l=zor j =z k=uz,l=y),

(5, 1) =D > 21T [Ings (I Intj + InkInik + Int-Iun)]

n n/#n

= Z Z Qﬂ—Jnn’([vﬂnjv jnk]fn’k + []nﬁ ']nl]]n’l) = Z Z 27r‘]nn/([‘ﬂnj7 jnk]j”’k - [j"l’ jnj]j",l)
n n/#n nonl#n

=33 2imdn (It Inrk — Ik ) =0
n n'#n

(12.53)

where n and n/ are two different nuclei. The commutator is equal to zero because for any pair of nuclei p and ¢, the term
21yt (It Iprie — Ink 1) appears twice in the sum, with the opposite sign: once for n = p and n’ = q as 2inJpq(Ip1 gk — Ipk-Fql)s
and once for n = q and n’ = p as 2inJpq(Iq Ik — LqkIpl)-

12.4.4 J-coupling of magnetically equivalent nuclei

In general, the free evolution of multiple spin-1/2 magnetic moments is governed by the Hamiltonian

H = wonInz +TInnt DS (2InaInrg + 290y Inry + 2InzIns) = Y wonInz + A (12.54)
n n n’ n

If the nuclei are magnetically equivalent,

H = wo Z Inz + Ky = wo Iy + ], (12.55)

where .#; and J; commute, as shown in Section @ Therefore, the effect of chemical shift and J-coupling can be analyzed
separately. Note that /#; commutes also with M4, which is proportional to % +i.%.
In order to analyze the effect of the J-coupling on the spectrum, we evaluate (My) as

(My) =Te{pM1} = > " pjk My, (12.56)
I
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where we expressed the trace explicitly in terms of the elements of the matrices p and M+. If the system evolves due to the J-coupling,
(M) should change, i.e., the time derivative of (M) should differ from zero.

d(M) dpjr Mk {dﬁ - }
S e Linsn v LA, "9 By y IR 12.57
dt z]:zk: dt at (12.57)

According to the Liouville - von Neumann equation,

dp .. d(My)
— =i[p, H =
ai i[p, 7] dt

Because .7 commutes with M, (and therefore 55 M, = My .#;), and because Tr{AB} = Tr{ BA},

= iTr {[,3, %J]AL} = iTr {ﬁ%ﬂm} —iTr {%Jﬁz\?u} . (12.58)

d(My)
dt

=iTr {ﬁ]\Zu%@} —iTr {jf],sMJr} =iTr {(,31(@)%{,} —iTr {%_,(,3]\‘@)} =iTr {(ﬁ]\?br)%j;} —iTr {(@AL)L%{,} =0. (12.59)

We see that (My) does not change due to the J-coupling regardless of the actual form of p. This proves that J-coupling between
magnetically equivalent nuclei does not have any effect on the spectrum (is invisible).

12.4.5 Commutation relations of the TOCSY mixing Hamiltonian

The commutators of the .#;, operators with the J#rocsy Hamiltonian for a set of three protons with Ji2 = J23 > 0 and J13 = 0 are given
by

[jly,%)TOCSY] = WJ[fly, Qflg;f2z+2eﬂ1yf2y+2f1zf2z} = 27I'J[f1y, flz}fzm-i-?ﬂ'(][,ﬂly, 2 I2z = =27 (I12 I20—I10522), (12.60)

wJ [ oy, 2910 Iz + 291y Ioy + 2912 I2; + 2920 I34 + 252y I3y + 252, .93;]
Zﬂjrﬂlz[]?yy jQT} + Qﬂlez[jan sz] + 27|'J[]2y7 ij}J?,z + 27r][j2y7 fQZ]']3Z
=2 J(I1gI2z — 12 I25) — 2inJ(Io2z. I3, — I22I34), (12.61)

[A2y, Hrocsy]

[A3y, Hrocsy] = T [ I3y, 250, I30+2I2y I3y +2.92. 93] = 270 Ioy[ I3y, I34| 4270 I, [ I3y, 32| = —2inJ ( Iz I3, —I22I34). (12.62)

A sum of the first two commutators (Egs. [12.60| and [12.61]) shows that

[F1y + oy, Hrocsy] = 2in (S2z I3 — I22I32) (12.63)
and a sum of all three commutators (Egs. [12.60H12.62) shows that
[y + Sy + F3y, ATOCSY] =0 (12.64)

in agreement with Eq. [[2.53]

12.4.6 Density matrix evolution in the TOCSY experiment

As discussed in Section , the TOCSY pulse sequence starts by a 90° excitation pulse that converts p(a) = i(ﬂt +hI 1+ KrI2+KI3,) =
TR R DIELE

J
to

p(b) = %(ﬂt — KI1y — KIoy — KI3y) = iﬂt - % Z Iy,
J

which evolves during the incremented evolution period ¢1. An example of a set of nuclei interacting via couplings described by constants
Ji2 = J23 = J and Ji13 = 0 is presented in Section here we analyze a general case that evolves (considering only .}, coherences that
survive the TOCSY mixing) as
ple) = =5 2 Cin Iy,

J

where
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C11 = cos(Q1t1) cos(mJiatr) cos(mJiztr) = % cos(Q1t1)(cos(wJiots — wJist1) — cos(mJi2t1 + wJist1))

= i(cos((ﬂl — w12 — wJ13)t1) + cos((Q1 — wJi2 + wJ13)t1) + cos((Q1 + wJi2 — wJ13)t1) + cos((Q21 + wJi2 + wJ13)t1))
Ca21 = cos(Qat1) cos(mJiat) cos(mJaztr) = % cos(Q1t1)(cos(mJiats — wJazt1) — cos(mJi2t1 + mwJ2st1))

= i(cos((ﬂl — w12 — wJ23)t1) + cos((Q1 — wJi2 + wJ23)t1) + cos((Q1 + w12 — wJ23)t1) + cos((21 + wJ12 + wJ23)t1))
C31 = cos(Q3t1) cos(mJiztr) cos(mJagty) = % cos(Q1t1)(cos(mJizts — wJagt1) — cos(mJists + wJ2st1))

1
= Z(COS((Ql —mwJi3 — 7I'J23)t1) + COS((Ql —nJi3 + 7TJ23)t1) -+ COS((Q1 + wJi3 — 7TJ23)t1) -+ COS((Ql + wJis + 7TJ23)t1)).
(12.65)

The —4Cj1.%;, components of the density matrix, converted to p(d) = —% Z Xk:ajkcjljky during the TOCSY mixing period (see
J
Section [12.3)), further evolve during t2 to

pt2) = —7% ; zk:ajkcjl(cszky — Sk2Fke), Where
C12 = cos(Qite) cos(mJiate) cos(mJizte) = % cos(Q1t2)(cos(mJiate — wJiste) — cos(mJizte + wJi3t2))
= i(COS((Ql —wJi2 — wJ13)t2) + cos((Q1 — wJ12 + wJ13)t2) + cos((Q1 + wJ12 — wJ13)t2) + cos((Q1 + wJ12 + wJ13)t2))
Caa = cos(Qata) cos(mJiate) cos(mJagta) = % cos(Q1t2)(cos(mwJiate — wJagte) — cos(mJizte + wJ23ta))
= i(cos((Sh —mJi2 — wJ23)ta) + cos((Q1 — w12 + wJ23)t2) + cos((Q + wJ12 — wJ23)te) 4 cos((Q1 + wJ12 + wJ23)t2))
C32 = cos(Qsta) cos(mJiste) cos(mJagta) = é cos(Qit2)(cos(mJiate — wJagte) — cos(mJiste + wJ23ta))

1
= Z(COS((Ql — w1z — wJ2sz)te) + cos((Q1 — wJi1z + wJ2s)te) + cos((Q1 + w13 — wJ23)t2) + cos((Q1 + wJ13 + wJ23)t2)).

(12.66)
and
S12 = sin(Q1t2) cos(mwJi2t2) cos(mJizta) = % sin(Q1t2)(cos(mJi2ts — wJista) — cos(mJiate + wJ13t2))
= i(sin((ﬂl — w12 — wiz)te) + sin((Q1 — wJi2 + wJi3)t2) + sin((Q1 + 7 J12 — wJ13)t2) + sin((Q1 + wJi2 + wJ13)t2))
Soo = sin(Qat2) cos(mwJi2t2) cos(mJagta) = % sin(Q1t2)(cos(mJiots — wJasgta) — cos(mJiats + wJ23ta))
= i(sin((ﬂl — w12 — wJ23)te) + sin((Q1 — wJi2 + wJ23)t2) + sin((Q1 + 7J12 — wJ23)t2) + sin((Q1 + wJi2 + wJ23)t2))
Sszo = sin(Qat2) cos(mwJista) cos(mJagtas) = % sin(Q1t2)(cos(mJigts — wJasgta) — cos(mJists + wJ23ta))
= i(sin((ﬂl — w1z — wJ23)te) + sin((Q1 — wJiz + wJ23)t2) + sin((Q1 + wJ13 — wJ23)t2) + sin((Q1 + 7wJ13 + wJ23)t2)).
(12.67)
Considering the orthogonality of the matrices and the normalization used in our analysisEI the nonzero traces are
Tr{IneIn+}t =2, Tr{InyInt} =21 (12.68)

R A K . . K . . Kk
Tr{p(te) M1} = —/\/’th D> ainCi(iCka — Ska) = —L/\mh5 D> ainCin(Cra +iSk2) = —L/\/yh5 > ajkCiiEra,  (12.69)
J k 7 k J k

50ur normalization corresponds to A = 2 in Tables If orthonormal matrices are used (A = 8 in the case
of 8 x 8 matrices), Tr{ I3 Fn+} = 1 and Tr{5,, I 1} = 1.
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where

Ei2 = Ci2 +1S12 = (ei<917”‘]127"‘]13)t2 4 l@—mliztmdiz)te | Gi(QitmTiz—mI13)te 4 (l(QutmTi2 4w 13)t2

Eg9 = Cop +1S92 = (ei(QI*WJIZ’*WJZS)tQ 4 el(—mliztmdag)te | Gi(QitmTiz—m23)t2 4 (l(QutmTi2+m as)t2

E32 = C32 +iS32 =

e N N

(ei(ﬂlfﬂ"ls*m}za)tz 4 l(@u—mliztmdas)ta | (i@t iz —m23)t2 4 ei(Ql+7rJ13+7f123)t2) .

(12.70)

As the previously discussed two-dimensional experiments, TOCSY is also applied so that a hypercomplex 2D spectrum is obtained.
Therefore, acquisition is repeated for each ¢1 increment with the phase of the radio wave shifted by 90° (y) during the 90° pulse. The

original density matrix
pla) = %(ft + kI + kI, + KI3,) = %ft + 52 e
J

is then converted to

p(b) = %(ft + kI + KIoz + KI3g) = %jt +7 ijacy
J
which evolves during ¢1 to the .#;, components, selected during the TOCSY mixing, with the following modulation: 4(c) = § >° Sj15y,
J

where

S12 = sin(Qt2) cos(mJiat2) cos(mJi3ta) = %COS(Qltg)(COS(ﬂ'lefQ — wJigte) — cos(mJi2te + wJi3t2))

= E(Siﬂ((Ql — wJiz — wJi3)t2) +sin((Q1 — wJi2 + wJ13)t2) + sin((Q1 + 7wJ12 — wJ13)t2) + sin((Q1 + 7wJ12 + 7wJ13)t2))
Sa2 = sin(Qata) cos(mJiate) cos(mJagta) = ésin(ﬂltg)(cos(legtg — wJaste) — cos(mwJiate + wJ23t2))

= i(Siﬂ((Ql — wJia — wJ23)te) + sin((Q1 — wJ12 + wJe3)ta) + sin((Q1 + wJ12 — wJa3)ta) 4 sin((Q1 + w12 + wI23)t2))
S32 = cos(Q3ta) cos(mJi3te) cos(mJagta) = %COS(Q1t2)(COS(7TJ13t2 — wJaste) — cos(mwJizte + wJ2sta))

= i(sin((ﬂl — wJ13 — wJe3)ta) + sin((Q1 — wJi3 + wJa3)ta) 4 sin((Q + wJ13 — wJ23)t2) + sin((Q1 4 w13 4 wJ23)ta)).

(12.71)

The §Sj1.%j, components of the density matrix, converted to p(d) = § > >" a;xSj1Fky during the TOCSY mixing period, evolve
j Kk

during t2 to
pt2) = =4 2> ajiSj1(Cra Iy — Ska2Ikz), and
7w

R ~ K . . K . . K
Tr{p(tg)M+} = N’yﬁa Z Z a]'ijl(leg - Skg) = W’th ZZ aijjl(Ck2 + lskg) = lN’yﬁg Z Z aijlekQ, (12.72)
ik ik j k

If we multiply Eq. by ”i” and combine it with Eq. [12.69] apply phase correction, and introduce relaxation, we obtain a
hypercomplex signal

<M+> = N’yhg Z Z ajke_§2t1 (Cj1 + iSjl)e_§2t1Ek2 = N’yﬁg Z Z ajke_§2t1Ej1e_§2t1 Ekg. (1273)
ik k

J J

where

E1p = Cn +iS11 = (ei(ﬂl—”‘]12—7"‘]13)t1 + el —mJiatmJiz)tn 4 Gi(Q1+mTiz—mJ13)t1 4 GH(Qutm 1247w i3)t

E21 = C21 +1i521 = (ei(ﬂl—“‘]12—7"‘723)t1 4 el(@u=m T2+ mI2z)tn | Gl(Qu+mJi2—wJ23)t1 | Gi(QuAm T2 4w T23)t1

E31 = C31 +1iS31 =

e R S N N

(ei(ﬂ1—7rJ13—7fJ23)t1 4 el(—mliztmdag)ty | G147 is—mI23)ts 4 ei(Q1+7TJ13+7rJ23)t1) .

(12.74)
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Table 12.2: Cartesian basis for a three-spin system: population operators. Symbols ”+” and ”—" stand for +1 and

—1, respectively. A = 8 for orthonormal matrices, A = 2 for product operators obtained as described in Section

(typical choice in NMR spectroscopy).

jSz:
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Table 12.3: Cartesian basis for a three-spin system: single/triple-quantum operators. Symbols ”+” and ”—" stand

for +1 and —1, respectively.
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Table 12.4: Cartesian basis for a three-spin system: single-quantum operators. Symbols ”+” and ”—" stand for +1

and —1, respectively.
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12.4. DERIVATIONS

Table 12.5: Cartesian basis for a three-spin system: zero/double-quantum operators. Symbols ”+” and ”—" stand

for +1 and —1, respectively.
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Lecture 13
Field gradients

Literature: The use of magnetic field gradients in NMR spectroscopy is nicely reviewed in K11
(in particular, K11.11-11.14, presented more systematically and in more detail than here) and also
presented in L4.7 and 1.12.4 (with detailed analysis in LA12), C4.3.3., and B19.5. Magnetic resonance
imaging is discussed in B22, the basic ideas of slice selection and frequency encoding are also described
in L12.5. A very nice introduction has been written by Lars G. Hanson (currently available at
http://www.dremr.dk/).

13.1 Pulsed field gradients in NMR spectroscopy

Resonance frequencies of nuclei depend on properties of the molecule (inherent properties of nuclei
and interactions of nuclei with their microscopic environment) and on the external magnetic field.
The external magnetic field is what we control and the molecular properties is what we study. We
try to keep the external magnetic field as homogeneous as possible so that all nuclei feel the same
external field By and their frequencies are modulated by their molecular environment only. Now we
learn a trick of the spin alchemy which is based on violating this paradigm. It is possible to create
a magnetic field that is inhomogeneous in a controlled way. We will discuss an example when the
field is linearly increasing along the z axis (Figure left, Sections [13.4.1] and [13.4.2). A linear
gradient of magnetic field (or simply ”a gradient” in the NMR jargon) is applied in the z direction.
The nuclei close to the bottom of the sample tube feel a weaker magnetic field and have a lower
precession frequency, whereas the nuclei close to the top feel a stronger field and have a higher
precession frequency in such case. We can say that frequency carries information about position
along the z axis.

If the gradient in the z direction is applied when the total magnetization vector rotates in the xy
plane, nuclei at different height of the sample acquire different frequencies of rotation (an analysis of
the density matrix evolution is presented in Section . In the individual slices, the coherence
is preserved. But after a while, vectors of local transverse polarization (magnetization) rotating at
different frequencies in different slices of the sample would point to all possible directions and they
would no longer add up to a measurable total magnetization. We can say (i) that the gradient allows
us to distinguish magnetic moments in different slices, or (ii) that the gradient destroys the bulk
(net) transverse magnetization. The longitudinal polarizations are not influenced. We postpone
discussion of the first point of view (selectivity introduced by the gradient) to Section and now
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Figure 13.1: Magnetic field gradients in the vertical (z, left) and horizontal (y, right). Top, magnetic induction
lines and the corresponding schematic drawings of the gradients (used to present the gradients in pulse sequence
diagrams) are shown in purple and black, respectively. Bottom, local transverse polarizations (magnetization) at
different positions in the sample tube for increasing gradients (indicated by the black schematic drawings below the
sample tubes). The arrows representing the transverse polarizations (magnetization) vectors are color-coded so that
blue corresponds to My, red corresponds to —M,, and white corresponds to £M,,. The round shape of the gradient
symbols indicates that the gradients were applied with smoothly changing amplitudes as discussed in Section
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explore the consequences of the loss of net magnetization.

At the first glance, it seems that dephasing of coherences and the consequent loss of the signal
are completely useless and should be avoided in NMR experiments. It is not true, gradients are very
useful if they are applied correctly. The first trick is to apply gradients that destroy coherences we
are not interested in. Such gradients have cleaning effects and remove unwanted contributions from
the spectra.

Another trick is to recover the magnetization back. If we apply the same gradient for the same
time, but in the opposite direction (—z) later in the pulse sequence, the magnetic vectors are refocused
and the signal appears again. We see how an echo can be created from two opposite gradients.
There are also other ways of creating gradient echoes, presented in Figure Instead of using
two opposite gradients, two identical gradients can be applied during the refocusing echo (described
in Section [10.6), one in the first half of the echo and the other one in the other half (echo ”a” in
Figure . The gradients do nothing else but adding another source of frequency variation, on
the top of the chemical shift and scalar coupling effects. Magnetic moments of the nuclei affected by
the 180° pulse in the middle of the echo get always refocused, no matter what was the origin of the
frequency variability. On the other hand, magnetic moments of nuclei not affected by the 180 ° pulse
(e.g., 1¥C or °N nuclei if radio ways are applied at the proton frequency) feel two identical gradients
and get dephased. We see the selective cleaning effect of the gradient echo, e.g. preserving the .7,
and 2.7,.%, coherences but destroying unwanted ., and .#, coherences. Gradients incorporated
into the decoupling echo (described in Section have exactly the opposite effect (echo ”b” in
Figure . In this spirit, gradients are frequently added to the echoes in the pulse sequence to
clean imperfections of the used pulses.

Application of a cleaning gradient and of gradient echoes in a real NMR experiment is presented in
Figure [13.3] (magenta and cyan symbols, respectively). Note that the cleaning (magenta) gradient is
applied when no coherence (transverse polarization) should contribute to the density matrix (p(d) =
S —52.7..7,, cf. the magnetic moment distribution at ”d” in Figure . The cyan gradients are
applied during the simultaneous echoes and refocus coherences that evolve due to the J-coupling.

Figure [13.3| also shows another, more tricky use of gradients implemented in an improved version
of the HSQC experiment (blue/red and green symbols). The idea is to apply one gradient during
the time when the desired coherence rotates in the operator space (and the corresponding transverse
polarization rotates in the real space) with the frequency of *C (or »N) and the other gradient
during the time when the total magnetization rotates with the frequency of protons. In order to
do it, we must generate a space in the pulse sequence by including a refocusing echo (a typical
example of using refocusing echoes in situation when we need more space but do not want to change
evolution). The two applied gradients are not identical, they change the magnetic fields to different
extent. The deviations of the field must be exactly in the ratio of resonance frequencies of 3C
and 'H. Then, the gradients form a heteronuclear gradient echo. Note what happens to various
coherences of protons. The coherence which contributed to the polarization transfer to 3C and back
experiences the gradients as an echo and gets refocused. On the other hand, population of protons
which polarization was not transferred to '3C (e.g. protons of water that are not '*C-bonded) feels
just two gradients of different strengths and its coherence is destroyed. The gradient echo makes the
experiment selective for protons correlated with carbons and suppresses the signal of uncorrelated
protons.
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Figure 13.2: Gradient echoes. Black rectangles and round shapes indicate pluses of radio waves and magnetic field
gradients, respectively. Evolution of the phase of the desired and undesired transverse coherence (describing direction
of the corresponding transverse polarization) is shown as green and red lines, respectively. Values of the phase at
different positions in the sample tubes correspond to the distances of the green and red lines from the central black
line.
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Figure 13.3: Gradient enhanced HSQC experiment. Cleaning gradients and gradient echoes are shown in magenta
and cyan, respectively. The heteronuclear gradient echo consists of a gradient shown in green, applied during the last
echo (when density matrix evolves with the proton frequency), and of another gradient applied during the refocusing
echo between time instants ”f’ and ”g” (when density matrix evolves with the 3C or N frequency). The latter
gradient is shown in blue in Figure for recording the real component of hypercomplex data and in red for
recording the imaginary component.
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Figure 13.4: Slice selection pulse sequence: the basic idea (left) and real application (right). Gradients of By in
the z direction are shown in green. The 90° radio wave pulses are shown schematically as filled black rectangles, the
actual modulation of the radio-wave amplitude is depicted in cyan.

gee

Figure 13.5: Selection of sagittal, coronal, and axial slices by G, Gy, and G, gradients, respectively.

13.2 Magnetic resonance imaging

We now explore selectivity of gradients, mentioned in Section During a field gradient in the z
direction, the actual precession frequency depends on the position of the molecule along the z axis.
This relationship can be used to selectively acquire NMR signal only from molecules in a certain
slice perpendicular to the z axis. As discussed in Section [13.4.1], the pulse sequence presented in
Figure allows us to detect transverse magnetization in a vertical slice of a given thickness. The
gradient can be also applied in the z and y directions (right part of Figure . It is therefore
possible to select signal in sagittal, coronal, and axial slices of a human body as shown in Figure [13.5

Gradients also allow us to investigate variations of local magnetization inside the selected slice.
One possibility, called frequency encoding and presented in Figure [13.6] is to apply a gradient during
signal acquisition and to convert the frequency of the Fourier-transformed spectrum to the position
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Figure 13.6: Pulse sequences allowing frequency encoded 1D (left) and 2D (right) imaging in the selected slice.
Gradients of By in the z, y, and z direction are shown in blue, red, and green, respectively. The 90° radio wave pulses
are shown schematically as filled black rectangles, the actual modulation of the radio-wave amplitude is depicted in
cyan.

information (see Section [13.4.3|for details). Another option, called phase encoding and presented in
Figure [13.6], is to vary the strength of a gradient applied for a constant time (see Section |13.4.4] for
details).

The slice-selective imaging techniques, discussed above, have one disadvantage. It is difficult to
select a very thin slice. Therefore, the imaging has limited resolution in one dimension. An alternative
approach exists that is not restricted in this sense. It is possible to apply gradient encoding to all
three dimensions. An example of such a pulse sequence is shown in the right panel in Figure [13.7]
However, such a high-resolution 3D imaging is considerably more time consuming. To save time,
shorter that 90° pulses are often applied. Such short pulses leave a large portion of magnetization in
the z direction. Therefore, a next short pulse, generating some transverse polarization can be applied
immediately after signal acquisition without the need to wait for the return to the equilibrium. In this
fashion, several acquisitions may be performed in one TR period before the longitudinal magnetization
is completely ”consumed”. This significantly reduces the measurement time.

Reconstruction of the two-dimensional image from frequency- and phase-encoded data can be
described in the same manner. Both frequency and phase encoding gradient introduce variation of
the magnetic field, and consequently of the precession frequency, in the selected slice (xy plane in
our example). Linear variations of the magnetic field create "waves” of phases of the transverse
polarization, as shown in Figures [13.8] and [I3.90 The waves propagate in the x or y direction,
respectively, if the gradients G, and G, are applied separately. Simultaneous application of both
gradients generates waves spreading in a direction given by the relative ratio of the gradient strengths
(Figure ) Each imaging experiment consists of a series of measurements with different setting
of the gradients. Each combination of the gradients can be described by two parameters, k, and
k,, that can be combined in a vector (vector k in Figure ) The values of k, and k, vary as
the acquisition time proceeds in the case of the frequency encoding gradient, or as the strength of
the phase encoding gradient is incremented (see Sections [13.4.3| and [13.4.4] for details). Each panel
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Figure 13.7: Examples of slice-selective 2D imaging experiment, combining phase and frequency encoding (left) and
of 3D phase encoding imaging experiment (right). The frequency and phase encode gradients are labeled "read” and
”encode” respectively. Ty and Ty are echo time and repetition time, respectively. Gradients of By in the z, y, and z
direction are shown in blue, red, and green, respectively. The radio wave pulses (90° in the left panel and 10° in the
right panel) are shown schematically as filled black rectangles, the actual modulation of the radio-wave amplitude is
depicted in cyan.

in Figure represents a phase wave for a particular value of k, and k,. In terms of the phase
waves, the direction of k defines the direction of the wave propagation and the magnitude of k says
how dense the waves are. We see that k behaves as a wave vector describing any other physical
waves (e.g. electromagnetic waves), and we can expect that signal reconstruction is based on similar
principles as analysis of diffraction patterns providing structure of the diffracting objects.

Instead of describing the image reconstruction technically (it is done in Sections|13.4.3/and|13.4.4)),
here we try to get a general idea by inspecting Figure|13.8] For the sake of simplicity, we assume that
all observed nuclei have the same chemical shift. The chemical shift differences (e.g. between aliphatic
protons of lipids and protons in water) result in artifacts, displacements of the apparent positions
of the observed molecules in the image. Figure [13.8A shows transverse polarization phases in the
absence of gradients. The phases are aligned at the beginning of the experiment and move coherently,
i.e., do not move at all in the coordinate frame rotating with the frequency —wyagio (Figure )
In the absence of the gradients (k, = k, = 0), the coherent arrangement of the phases depicted in
Figure does not change (except for relaxation effects and technical imperfections). We therefore
record a signal proportional to the number of observed nuclei in the slice and to the magnetic moment
distribution in equilibrium (our constant x). Application of gradients redistributes the phases as
shown in Figure. Local transverse polarizations (magnetizations) pointing in opposite directions
at different sites of the slice cancel each other, and the net transverse magnetization of the whole
slice is very small (equal to zero in Figure ) We see that the gradients greatly reduce signal in
slices with a uniform distribution of magnetic moments (of the spin density). What happens if the
magnetic moments (the spin density) are not distributed uniformly, but have some structure? For
example, if bones (containing much less protons than soft tissues) intersect the slice? If the structure
is periodic (e.g. like ribs) and if it has a period and orientation matching the period and direction
of the phase waves, the signal may greatly increase because protons are concentrated in the regions
of the slice with a similar phase of transverse polarization (magnetization). An example is shown in
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Figure 13.8: Coherent phase distribution (A) and a phase wave generated by the gradients G, and G, in selected

axial slice with a uniform spin density (B) and with a low-spin density structure (C). The wave vector k is depicted
in Panel B.

Figure [13.8C.

The example of the Figure [13.8(C represents an extreme case of signal enhancement. Most struc-
tures in the human body are not periodic as the ribs. But any deviation from uniform distribution of
protons perturbs the regular patterns of phase waves resulting in net transverse magnetization close
to zero. Each wave interferes with the given structure differently. Therefore, the signal obtained for
different k, and k, varies. Mathematically, the set of all values of k,, k, (and k, in some experiments)
forms a two-dimensional (or three-dimensional) space, called k-space. Each combination of gradients
represents one point in the k-space. If we plot the values of the signal obtained for different gradient
settings in the order of increasing £, and k,, we obtain a picture of the imaged object in the k-space.
The task of image reconstruction is to convert this picture into dependence of the spin density on
the coordinates z and y. A very simple example is provided in Figure [[3.10f Although the signal
is calculated only for 25 different k values in Figure , it exhibits some general features. For
example, comparison of data collected for shapes with increasing complexity documents that higher
values of k,, k, (data further from the middle of the k-space) reflect finer structural details.

In reality, there is a straightforward relation between the shape of the imaged object in a real
space (described by coordinates z, y, and z in some experiments) and the shape of the object’s
picture in the k-space (described by ”coordinates” k,, k,, and k, in some experiments). As shown
in Sections [13.4.3] and [13.4.4] the dependence of the signal on the distribution of magnetic moments
(spin density) in the z,y plane (and in space in general) has a form of the Fourier transformation.
Therefore, the distribution of spin density, defining the shape of the object, can be calculated simply
by applying the inverse Fourier transformation.

13.3 Weighting

NMR spectroscopy of diluted chemical compounds is often limited by the inherently low sensitivity
of NMR experiments. However, the highest possible sensitivity is not the ultimate goal of imaging.
It is much more important to obtain a high contrast. 1t does not help us to get a very bright image
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Figure 13.10: A simple example of image reconstruction. In each panel, phase waves (left) and obtained relative
signal intensities (right) are shown for 25 different gradient settings (25 small squares). The phases are presented as
arrows, color-coded as in Figure m (+M, in blue, — M, in red, =May in white). The signal intensities are displayed
as numbers and corresponding colors (positive and negative intensities are shown in blue and red). Imaging of an
object with uniform proton density (A) and with structures of three different shapes (B-D) is presented. Matter with
high and low proton density is shown in cyan and yellow, respectively. The depicted waves correspond to the k,
values of 2Ak,, Aky, 0, —Ak,, and —2Ak, (top-to-bottom) and to k, values of 2Ak,, Ak,, 0, —Ak,, and —2Ak,

(right-to-left).
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of the human body if we cannot distinguish individual organs and finer structural details. So far,
we discussed how magnetic resonance imaging reflects the variations in the local concentration of
magnetic moments (spin density). But the signal is also influenced by relaxation. Relaxation gives
us a unique opportunity to distinguish regions of the body where protons are present in similar con-
centrations but in molecules with different dynamics and consequently different relaxation. Among
numerous, often sophisticated imaging techniques, three major approaches can be recognized.

e Spin density weighting. The highest possible signal, depending only on the spin density is ob-
tained if the experiment starts from thermodynamic equilibrium and the transverse relaxation
does not decrease the signal significantly. This is the case if (i) the time between the individual
measurements is much longer than 1/R; (where R; is the relaxation constant of longitudinal
relazation which drives the system back to the equilibrium) and (ii) the duration of the exper-
iment is much shorter than 1/Ry (where R is the relaxation constant of transverse relazation
which is the source of the signal decay). Therefore, the spin density weighted experiments are
run with a short echo time Ty and long repetition time Tg.

e T, weighting. The signal strongly depending on the relaxation constant Ry (or on the relaxation
time Ty = 1/Ry) is obtained if (i) the time between the individual measurements is much longer
than 1/R; and (ii) the duration of the experiment is such that the differences in the factors
e #2Te of different molecules are most pronounced. Therefore, the T, weighted experiments are
run with a long echo time Tg and long repetition time Tgr. As Ry is mostly given by J(0) and
J(0) is proportional to the rotational correlation time (cf. Eq , the Ty-weighted signal is
most attenuated for slowly reorienting molecules (molecules in firm tissues).

e 17 weighting. The signal strongly depending on the relaxation constant R; (or on the relaxation
time 77 = 1/R;) is obtained if (i) the time between the individual measurements is comparable
to 1/R; and (ii) the duration of the experiment is is much shorter than 1/Rs. Therefore,
the T} weighted experiments are run with a short echo time Ty and short repetition time
Tr. In contrast to Ry, the major contribution to R is J(wp), which has a maximum (in the
approximation of Eq. for a rotational correlation time equal to 1/wy, i.e. 3.75ns at 1T or
1.25ns at 3T. Therefore, the highest contrast of T-weighted signal is obtained for molecules
with intermediate (low-nanosecond) dynamics (molecules in semi-firm tissues).

HOMEWORK
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13.4 DERIVATIONS

13.4.1 Coherence dephasing and slice selection by field gradients

Quantitatively, the magnetic field gradient in the direction z is defined as G, = ABy/Az. The same applies to gradients applied in other
directions: Gz = ABy/Az, Gy = ABy/Ay. Note that all gradient describe linear perturbations of the vertical magnetic field Bo. As the
precession frequency wp, and consequently the frequency offset Q = wp — wrot = wo — (—Wradio), are proportional to Bp, the gradient makes
the frequency dependent on the position:

Q(x) =Q -Gz, Q(y) =Q -Gy, (2) =Q -Gz, 13.1
y

where we set the origins of the axes z, y, z at the place where the gradient has no effect. For the sake of simplicity, we analyze the
effect of gradients for magnetic moments not influenced by interactions with electrons and other magnetic dipoles (i.e., we assume that
all molecules have the same chemical shift and the dipole-dipole and J couplings are not present or can be neglected). We start with a
density matrix describing an ensemble of magnetic moments uniformly rotated by a 90° radio wave pulse from the equilibrium distribution
p(0) = S — kI, (Figure . Then we apply a gradient, e.g. in the z direction. The density matrix at evolves as

p(t) = St — kIycos( (2)t) + K ILsin(Q (2)t) = It — kIycos((Q — YG22)t) + kIsin((Q — vG. 2)t) = I — kIycos P(z,t) + kIgsin ¢(z, t),

(13.2)
where the horizontal bar indicates ensemble averaging. The expected value of the transverse magnetization is
N 2Kp2B - 2hr2 B, -
(My)(t) = Te{p(O) N1} = -N L2200, 7, Yeos((2 — 7 Ga2)t) + N 2O Ty { 7, 7 bsin((2 — 7 Ga2)E)
2kpT 2kpT
252
_ N’Y h BO ei%ei(ﬂ—szZ)f, (13.3)
4kpT
Performing phase correction and including relaxation,
V2h2Bo _poi e e v¥2h% By
(M) (1) = NP0 = Rati(Qi—Gaa)t — \r 1020 o~ Rt <cos(i(Q T NGL2)t) + sin(i(2 — 'szz)t)> . (13.4)
4kpT 4kpT

If the gradient is sufficiently strong, the sine and cosine terms oscillate rapidly and their ensemble averages tend to zero. However, if
the value of vG.z matches the chemical shift (position-independent frequency offset 2), Q@ = vG. z,

272 252
VWBo g 7 H2Bo g
M) =N 2tei(0)t — pf L 29 2t 13.5
(M)(®) tksT ¢ © AkpT < (13.5)
Therefore, non-negligible signal is obtained only from a slice of the signal at
L Q _ W — Wrot _ wo — (_Wradio) ) (13.6)
’sz AYGZ 'YGZ

Thickness of the slice depends on the value of G (the stronger G the thinner the slice) and the position z can be varied by changing
the carrier frequency of the radio wave wragio-

In NMR spectroscopy of samples with relatively low concentration of the studied substance, the signal, obtained only from the selected
slice, often decreases below the limit of detection. This is the principle of the action of cleaning gradients (e.g. the magenta gradient in
Figure . If the concentration of the detected compound is sufficiently high and the transverse magnetization in the selected slice is
observable, signal from different slices can be compared and further investigated. This is interesting especially if the number of magnetic
moments per volume element, or the spin density N'(z) varies in the z direction.

242
2,2 v2h%2Bgy . —Rot : ~ w0 —(=Wradio)
(M)t = LIB0 —ra G aaat & ) TaReT ¢ N(z) iz~ =28 (13.7)
4kgT 0 if 2+ WU_(’Y_CL;)radio)

In practice, we prefer to select signal from a region of a well defined thickness. This is achieved by applying simultaneously the gradient
and a radio wave with the amplitude modulated so that magnetic moments with frequencies in a certain interval are rotated by an angle
close to 90 °, whereas magnetic moments with frequencies outside the selected interval are almost unaffected (the amplitude modulation is
shown in cyan in Figure [13.4)). Then, the condition z = (wo — (—wradio))/(YG>) is fulfilled in an interval of z defined by the range of the
frequencies affected by the radio-wave pulse. The amplitude-modulated radio-wave pulse is usually relatively long and magnetic moments
with slightly different precession frequencies (within the selected range) have enough time to rotate significantly during the pulse. This
rotation, different for different vertical positions inside the selected slice, is refocused by a negative gradient. It can be shown that the
gradients make an exact echo if the negative gradient corresponds to the second half of the positive gradient (between the middle and end
of the amplitude-modulated radio-wave pulse, see Figure .

Such filtering of the signal according to the z coordinate of the observed molecule is the basis of slice-selective imaging techniques.
The gradients applied in the z or y direction can be used in the same manner to select slices perpendicular to the x or y axis, respectively.
In human body imaging, the coordinate system is used so that G, Gy, and G selects sagittal, coronal, and axial slices, respectively (see
Figure [13.5)).
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13.4.2 Field gradients with smooth amplitude

In NMR pulse sequences, the gradient is usually not switched on and off suddenly. Instead, the linear magnetic field perturbation is
increased and decreased in a smooth fashion, following for example a function sin(nt/7;) for a gradient that starts at ¢ = 0 and is finished
at t = 7. In such a case, the total rotation angle of the transverse polarization (the phase ¢) is

,YZM sin e (13.8)
Az

Tz

P(z,t) = Qt —
0

Because the ratio

J Far
Of (13.9)

is constant (definition of the average value of f(t)), it is convenient to absorb the effect of the smooth amplitude of the gradient into
the value of G:

Tz

[ sin Ztdt

AB()(t:TZ/Q) 0 Tz
Az Tz

P(z,72) = Q12 — 72 T, = Q1 — yGL275. (13.10)

Gz

The equations describing the slice selection can be modified for the gradients with a smooth amplitude (shaped gradients) by changing
t to 7.

13.4.3 Frequency encoding gradients

We now proceed to the imaging in the slice selected at z ~ (wo — (—wradio))/(7YG=). In order to describe imaging in the z direction based on
frequency encoding, we analyze how the density matrix evolves during the G gradient in Figure The density matrix at the beginning
of G is p(c) = F — kI in the selected slice and p(c) = #; everywhere else. During G, p(t)) in the slice evolves as

p(t) = St — kIycos((Q — YGrx)t) + kIpsin((Q — YGra)t), (13.11)

which can be also written as

p(x) = I — kIycos((QU — yGatr) + kIsin((Q — yGrtz) = S — kIycos((Q — kzx) + K IZsin((Qt — k), (13.12)

where k, is the xz-component of the wave vector K in Figure Introducing relaxation and performing phase correction,

2#2
(M4)(t) = %e"*m eSH Rt Nf ()= Gant, (13.13)
B

Expressing the ensemble averaging explicitly,

L, Ly
’n?B , ; ’n?B , ;
<M+>(t) — ')/ZlkT,Toe—RQ‘rzelﬂt—RQi /N(x)e—l'ycmztdx — ')/ZlkT,Toe—RQTzelﬂt—RQt /N(x)e—lkmzdx’ (1314)
0 0

where Ly is the size of the imaged object in the x direction.
Fourier transformation of (M4 )(t) gives a spectrum corresponding to

Ly
252 R Q —~vGgx —
ue*’*m//\f(z)( . 2 R P, )da:,
4kT R3 + (2 — 7Gx — w)? R3 + (2 — 7Gx — w)?

0

Y (w) = (13.15)

with the spatial distribution encoded in the apparent frequency Q' = Q — yGgx.

In reality, the signal is stored as N discrete data points sampled with a time increment At. The value ky = vGyt = vGy - nAt can
be written as nAky,, where Ak, = vG, - At. The sampled time points correspond to nAt = nAky/(vyGy). Considering AtAf = 1/N
(Eq. , Aky = vGz/(NAf). The second integral in Eq. has the form of the Fourier transformation (as A (z) = 0 for z < 0 and
z > L, the integration can be extended to +o00). The distribution of the spin density N'(z) can be evaluated at discrete values of z = jAxz
by the inverse discrete Fourier transformation of the signal sampled at nAt = nAk, /(vGy):

N-1 7(1971% )Akln i2 jn
D (My)pe 2 5Gr TN (13.16)

AkpTAky
72523087 RaT,

Na) =N =
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Note that all features of discrete Fourier transformation (e.g. aliasing) are relevant for image reconstruction.
Extending the discussion to the two-dimensional experiment (right panel in Figure [13.6)), is straightforward:

T = jzAx ky = YGat = YGy - ngpAts Aky = vGg - Ata = vGg /(N Af2) (13.17)
Y = jyAy ky =Gyt = vGy - ny Aty Aky =Gy - Ath =Gy /(NyAfr), (13.18)
and
Ny—1Ny—1 . Akg-n Aky-ny . igm Jy ny
AknT —i(Q—Rs) geng | ARy iy ) oo (Geng | Jyny
N@.) = Nis gy = Moy gip —imr 22 2 Midnanye (e 2 ) jon (5 4255 (13.19)

nge=0 ny=0

13.4.4 Phase encoding gradients

In order to describe imaging in the y direction based on phase encoding, we analyze how the density matrix evolves during the G gradient
in the pulse sequence presented in the left panel in Figure m The gradient is placed in a refocusing echo of the duration Tg. We
ignore the possible phase shift and assume that the density matrix at the beginning of Gy is p(d) = .#; + k.%y inside the selected slice and
p(d) = S everywhere else. During Gy, p(d)) evolves to

ple) = St + kIycos((Q — vGyy)Ty) — £I2sin((Q — vGyy)Ty), (13.20)

where 7, is the duration of the gradient. Expressing j(e) as a function of y,

ply) = It + kIycos((Qry — YGyTyy) — kIesin((Qry — YGyTyy) = It + kIycos((Qry — kyy) — kIzsin((Qry — kyy). (13.21)

During imaging, 7, is kept constant and the phase shift {27, is refocused by the echo. The parameter that is varied is the strength of
the gradient Gy, gradually decreased from the originally positive value to a negative one by increments AG,,.

Then, a negative pre-phasing gradient G is applied for a time period equal to the half of the total acquisition time Nz At/2. Ignoring
the phase shifts Q7 and —QN;At/2 that get refocused at Tx, the density matrix at the beginning of data acquisition is

Nz Ng
pf) = F + rIy (COS(*’YGyTyy) cos (+7G17Ata§) — sin(—yGy1yy) sin (+7G$7At:p))

Nz Nz
— kI (sin(f'yGyTyy) cos (Jr'ngc 7Ataz) — cos(—yGyTyy) sin (Jr'sz 7Atm>) (13.22)

and further evolves during the acquisition as

p(x,y) = It + kIycaCy — SuSy — KIpSzCy + CzSy, (13.23)

where

sz = sin(kzz) = —sin ((% - nz> Ak:ﬂv) ¢z = cos(kzx) = cos ((% — nz> Ak:zac> (13.24)

N, N,
sy = sin(kyy) = —sin ((f — ny) Akyy) ¢y = cos(kyy) = cos ((Ty — nu> Akyy> (13.25)
Ne
T = jzAx kz = kz(0) + vGot = — (7 — nz) vG At Aky = —vGy - At = yGy /(N Af) (13.26)
. Ny
y = jyAy ky = ky(0) — nyvAGyy = o M YTy AGy Aky = —yAGy - 7y. (13.27)

The pre-phasing gradient makes the evolution of the density matrix to start from negative k; and pass k; = 0 in the middle of the
experiment. The modulation by kyz and kyy thus has the same form.
Using standard trigonometric relations,

Ng N, Ny N,
plz,y) = It + KIycos ((7 - nz) Akyx + (73! — ny) Akyy) + Kk.Zzsin ((7 — nz) Akzx + (721 - ny> Akyy>, (13.28)
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Introducing relaxation and performing phase correction,

252 = - y
Y by = T () 288) g (O )b (o)) (15:29)

Expressing the ensemble averaging explicitly,

Lo Ly
252 . ” i((Na
(M) (ko o) = 4]:7 §067R2<TE (Nifnl),yckm)//N(Z‘7y)efl((NT771,;)Ak$1‘+(%7ny)Akyy)dwdy. (13.30)
00

Inverse discrete Fourier transformation converts the signal into the two-dimensional image

Ny )
4kgT Akz Ak g o (Na o\ Akg izﬁ(w+1y'"y>
M) =8, = TR 5 g, e ()

x5y '72h2B067R2TE (1331)

nw__72 ny———2

The analysis can be easily extended to the three-dimensional imaging experiment presented in the right panel in Figure m where
two phase-encoding gradients G, and Gy are applied (the frequency encoding gradient is G.). The evolution of the density matrix matrix
from p(d) introduces the modulation

p(x,y) = It + KIyCaCyCs — SgSyCz — SaCySz — CaCyCz — kIpSzCyCs + CaSyCz + CaCySz — SzpSySz, (13.32)

where

N. N.
sg = sin(kgx) = —sin ((7:6 ) Akxx) cz = cos(kgx) = cos ((Tx — nx) Akx;r) (13.33)
N,
sy = sin(kyy) = —sin ((77’ n ) Akyy) ¢y = cos(kyy) = cos ((Ty — ny) Akyy) (13.34)
sz = sin(k,z) = —sin ((% ) Akzz) ¢, = cos(kzz) = cos ((% — nz) Akzz) (13.35)
. Ny
T = jpzAzx kz = kz(0) — neyAGzTy = (7 — nw) YTz AGy Aky = —vAGy - T2 (13.36)
. Ny
Yy = jyAy ky = ky(0) — nyyAGyTy = o ny | 77y AGy Aky = —yAGy - Ty (13.37)
z = j.Az k. =k2(0) + vG.t = — (% - nz> vG LAt Ak, = =G, - At = yG. /(N Af). (13.38)

The corresponding signal is
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(13.39)
and the inverse discrete Fourier transformation converts it into the three-dimensional image
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(13.40)
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