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Abstract

Digital approaches to shape comparison and analysis play a very important role in forensic anthropology. New methods are still
emerging and the whole area is experiencing a shift from traditional 2D image data to processing of 3D meshes. Therefore, the
visual exploration of 3D meshes and methods for their visual comparison play a crucial role in the anthropological research. In our
paper we present a novel AnthroVis tool for visual analysis of 3D mesh ensembles, which was designed in tight cooperation with
the domain experts. It aims to enhance their workflow by introducing several visualizations that help to understand the similarities
and differences between 3D meshes. AnthroVis in general consists of three methods, which serve as a guidance in the process
of the comparison of two or more mesh ensembles. The first method, based on the idea of interactive heat plots, provides an
overview of pairwise comparisons in a set of analyzed meshes and enables their filtering and sorting. The second method consists
of anthropologically relevant cross-cuts indicating the variability through the set of meshes. The last method uses superimposition
principle for pairs of meshes equipped with several visual enhancements indicating local mesh differences in three-dimensional
space. The domain expert evaluation was performed primarily on facial images, but the tool proved to be applicable to other areas
of forensic anthropology as well. Its usefulness is demonstrated by three case studies describing the real situations and problems
encountered by anthropologists in forensic casework.
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1. Introduction

In the framework of forensic anthropology, experts are pre-
sented with a vast range of tasks, spanning from assessing skele-
tal remains to identifying living persons from photographs or
surveillance videos. Advances in 3D technologies, namely those
related to recording of spatial images, open new possibilities
for multiple areas of forensic anthropological expertise. Gen-
erally, by capturing 3D meshes of objects, anthropologists are
presented with depth information, which allows a novel insight
into recorded visual data. Under proper conditions, e.g., an ad-
equate mesh resolution, high-quality texture, or precise geom-
etry, 3D spatial data have been shown to yield highly accurate
and reliable results, admissible even under the scrutiny of vari-
ous legal systems [1].

One of the largest target domains of the research in the
forensic and commercial security sector is the field of facial
recognition. A variety of software tools aim to assist with the
tasks performed in this field. However, tools applicable for fa-
cial image identification in forensic anthropology are mostly
fully manual or semi-automatic. In order to quantify the ex-
tent of similarity between compared meshes, they produce large
sets of numerical results. As the amount of data can be over-
whelming, it becomes important to design visualization meth-
ods, which can facilitate the decision-making process.

Traditionally, when dealing with 3D meshes, anthropolo-
gists are accustomed with visualizing morphological variations
by using color maps mapped onto a selected mesh. This repre-
sentation allows for uncovering and localizing dissimilarities

between aligned meshes. From the methodological point of
view, however, the color maps suffer from several limitations,
which can result in a misleading interpretation. First, anthropol-
ogists rely mostly on the rainbow coloring scheme with uneven
distribution of colors. This can easily lead to situations where
the areas with a small difference are marked with the same
color leaving the differences visually unrecognizable. Second,
in some cases the edge areas on the 3D meshes may differ quite
significantly (see Figure 1). Then the distribution of colors in
the color map reflects this highly localized irregularity and the
remaining global differences spread across the rest of the model
are visually omitted.

Figure 1: Example of visualization of differences between two meshes using the
color map. In case when the boundary areas of the meshes differ significantly
(here on the forehead), it leads to uneven distribution of colors. In consequence,
the small differences are invisible.

The most straightforward suggestion for improvement would
be to remove the parts of the meshes which are significantly dif-
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ferent because these often cause the errors on the boundary of
the meshes. However, in the case of facial meshes this removal
cannot be performed automatically because some of these dif-
ferences have significant impact on the comparison. An exam-
ple of such a situation is depicted in Figure 1, where the most
different parts of the compared meshes are located close to the
boundary but they represent the differences in the height of the
forehead. Removing this part will lead to significant and unde-
sirable changes of the input facial model.

To overcome these problems, we propose AnthroVis tool
for visual analysis of 3D mesh ensembles. AnthroVis tool was
designed in tight collaboration with the domain experts who
also belong to the group of the target users. In the design
we emphasized namely the usage of the proposed tool in their
workflow. The tool enables the users to compare and match 3D
meshes by using an interlinked set of specific visualizations.
Most of the visualizations were adopted from other research do-
mains where their usability was already proved. AnthroVis tool
was primarily designed for facial meshes but it is equally appli-
cable to other types of meshes as well. As the evidence of this,
we provide the real case studies described in the evaluation sec-
tion. They demonstrate the successful usage of our tool for dif-
ferent tasks performed by the forensic anthropologists – span-
ning from the identification of persons (e.g., criminals) to the
reconstruction of skeletal remains. The identification-related
tasks involve mostly the database searching of similar meshes to
the reference one. In this process the techniques for comparison
of multiple meshes are crucial. When more meshes satisfy the
comparison conditions, a more detailed exploration has to be
launched. Here methods for the pairwise comparison of the ref-
erence mesh with a selected similar mesh are crucial. The most
common tasks in skeletal reconstruction are to compare the as-
sembled bones with the original scanned data (when available)
or to compare the results of reassembling performed manually
and using a modeling tool. These tasks require namely methods
for comparison of two meshes.

The paper is organized as follows. Section 2 contains a
survey of existing approaches to comparative visualization of
meshes and their visual analysis. Section 3 provides the read-
ers with a more detailed overview of our proposed tool and its
design rationale. This includes also the description of the work-
flow of the domain experts and points out the main limitations
of the current solutions. In Section 4 we introduce our tool,
its main features, and design and implementation details of the
proposed visualizations. Our results in Section 5 are presented
in a form of real case studies which were performed directly
by the domain experts. In Section 6 we discuss the advantages
and current limitations of our solution. Section 7 concludes the
paper and outlines the future work.

2. Related Work

Research in the area of mesh comparison is mostly focusing
on technical aspects of a given task, such as the distance metrics
and comparison algorithms. This section therefore starts with
a survey of existing approaches and algorithms for mesh com-
parison. However, in terms of forensic anthropology, the output

of such algorithms needs to be further explored by the experts.
Our tool aims to provide means for such exploration through
several interactively linked visualizations. Thus, in the follow-
ing we focus on the description of the existing approaches re-
lated to our proposed visualization methods and visual analysis
of mesh or multi-mesh comparison.

2.1. Mesh Comparison

When dealing with 3D data, the comparative algorithms can
be divided into two categories: local feature based and holistic
algorithms.

Local feature-based algorithms are focused on detecting and
matching local features, e.g., the approach for facial compari-
son presented by Gupta et al. [2] based on facial fiducial points.
Other-feature based algorithms use patches [3, 4] or curves [5]
as the basis for comparison.

In case of holistic algorithms, the entire mesh is taken into
account. Here belong surface matching algorithms, e.g., It-
erative Closest Normal Point method [6], Hausdorff distance
based algorithms [7, 8], algorithms based on curvature anal-
ysis [9, 10], canonical forms [11], or spherical harmonic fea-
tures [12].

Some of the existing approaches focus on the comparison
of dynamic meshes, such as the algorithm presented by Vasa
and Skala [13]. Their approach uses the Hausdorff distance for
the comparison. Similarly, also Scharnowski et al. [14] pre-
sented their algorithm for comparative visualization of dynam-
ically changing surfaces. Their algorithm, designed mainly for
molecular surfaces, uses a deformable model approach to ob-
tain a mapping relation between two surfaces.

2.2. Visual Surface Comparison

When comparing two surfaces, superimposition principle is
often used. Transparency plays an important role in this case –
a proper level of opacity can improve the understandability of
superimposed surfaces purely by modifying the transparency
values. In our solution we were inspired by the following tech-
niques which modify the opacity of surfaces based on their geo-
metric properties. Angle-based transparency [15] sets the trans-
parency to the angle between the surface normal and the view-
ing direction. Born et al. [16] use depth changes and normal
variation to detect silhouettes and modify transparency. An-
other technique, which also adds surface contours to the image,
is based on geodesic fragment neighbors search [17].

Other techniques [18, 19, 20] combine superimposition
with explicit encoding and introduce features such as curvature
strokes and glyphs that indicate the principal curvature direc-
tions of surface. Similarly, the distance vectors can connect
the corresponding points on two surfaces or indicate other mea-
surements with their size and orientation [21]. Simulation of
colorful semitransparent fog filling the space between two sur-
faces can also show the observer the differences between 3D
objects [21].

Among techniques falling into the category of explicit en-
coding belong techniques based on color mapping. These
methods are often used as the default visualization methods in
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many applications, including software tools for surface com-
parison [22, 23], where the color is mapped onto the surface of
compared 3D meshes.

Zhou and Pang [24] presented a system for comparing sur-
face meshes based on different distance metrics and mapped the
results onto specific visual representations. The resulting repre-
sentations are of varying quality with respect to different levels
of detail (reached by the mesh simplification).

Even with so many visual enhancements at hand, display-
ing large sets of 3D data at once is ill-advised, due to the high
complexity of images and a lot of visual clutter. A possible so-
lution to these problems is the usage of cross-cut views. This
approach is widely used in medical visualization for volumetric
data – for example CT scan images – where a slice along a given
plane is projected into 2D space [25]. A similar approach is the
contouring of specific 3D object features. Demir et al. [26] pre-
sented a visualization technique for comparing 3D scalar field
ensembles based on the idea of rendering silhouettes instead of
solid surfaces. They provided several mechanisms for more de-
tailed exploration of ensembles, such as brushing, clustering,
and comparison of contours on cutting planes. This approach
is also often used when monitoring the temporal changes of a
given feature, e.g., the width of a molecular tunnel [27].

Other examples of data simplification by color encoding in-
clude heat plots and dense pixel displays [27, 28, 29]. In combi-
nation with interactive options, such as thresholding, filtering,
and data reorganization, they are very effective in discovering
data relationships.

Related to this approaches are also similarity ma-
trices that encode the similarity between many objects.
Haidacher et al. [30] introduce similarity matrices as a means
for investigation of multimodal volume data sets based on iso-
surfaces computed with different iso-values. The similarity in-
formation can be exploited for selection of specific features and
comparison of corresponding isosurfaces.

2.3. Visual Analysis for Mesh Comparison
The techniques mentioned above are usable as standalone

methods for exploration of 3D data. However, when dealing
with large datasets and wide variety of tasks, such as the ones
posed by the forensic experts, a single view of data is not enough
for thorough analysis.

Schmidt et al. [23] introduced a toolbox for mesh compari-
son. Their tool detects hotspots – places with the biggest vari-
ability, and consists of several interconnected visualizations,
such as color maps, lens view, and parallel coordinates view for
comparison of meshes at detected hotspots. The tool is limited
only to many-to-one mesh comparison scenario.

Stalling et al. [31] offered another tool dedicated to visual
data analysis, targeting the general field of life sciences. It sup-
ports wide range of tasks, such as image segmentation, geome-
try reconstruction, flow visualizations, or statistical data analy-
sis. However, despite its broad scope, it does not address some
field-specific tasks of forensic anthropology, such as feature de-
tection.

Silva et al. [32] published their PolyMeCo tool for com-
paring polygonal meshes. This tool focuses on the presenta-

tion of the compared meshes but, similarly to the other existing
approaches, it uses the color map with the rainbow coloring
scheme to convey the differences.

2.4. Mesh Processing and Comparison Tools
Aside from visual analysis tools, there is a wide field of

applications dedicated to 3D mesh processing and comparison.
The following are three applications used by anthropologists
prior to our tool.

GOM Inspect [33] is an application that allows easy editing
of meshes, such as trimming and hole filling. Moreover, it pro-
vides tools for pairwise alignment of meshes as well as pairwise
surface distance computation. However, the algorithms used
for these tasks are not documented, which is a major drawback
for anthropologists. The software also provides a possibility to
compare cross-cuts of meshes. The differences between meshes
are displayed via color maps with the rainbow coloring scheme.

Cignoni et al. [34] presented MeshLab, another tool used by
anthropologists mostly for mesh preprocessing prior analysis. It
provides several algorithms for mesh alignment. However, it is
not applicable to mesh comparison.

CloudCompare [22] is another software tool directly target-
ing mesh comparison. This tool offers a variety of alignment
and comparison algorithms. However, the visual representation
again relies only on basic color maps mapped on the surface.

In summary, these applications offer a range of tools for
preprocessing and mesh alignment, but are very limited when
it comes to mesh comparison and analysis. The comparison
is based on a pairwise principle, which is limiting for large
datasets. Moreover, these tools rely only on color maps for
visual representation of results.

3. AnthroVis Design Rationale

In this section we describe the decisions influencing the de-
sign process of the AnthroVis tool and its individual parts. The
tool was designed in tight cooperation with the domain experts
from forensic anthropology field. To better understand their
workflow, we will start with its description. The workflow, il-
lustrated in Figure 2, deals with the tasks related to the compar-
ison of two or more 3D meshes. The whole process starts with
the data acquisition (Figure 2a).

The data are acquired by stereoscopic imaging systems
which provide high-poly meshes. In the subsequent prepro-
cessing step the input meshes have to be manually processed
because they can suffer from several deficiencies. In case of
facial meshes these deficiencies include the parts of the face
surrounding, hair, and clothing. These parts are either insignif-
icant to experts or they contain a distorted geometry, which is
irrelevant as well. Hence, the final 3D images are trimmed to
demarcate the facial area only (Figure 2b).

The next step of the workflow performs the alignment and
normalization of the meshes (Figure 2c). This is done automat-
ically, using the scaling variant of the Iterative Closest Point
algorithm [35, 36] (ICP). The ICP algorithm is based on vertex
to vertex matching of input meshes and minimizing their dis-
tance. The results of this approach are highly dependent on the
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Figure 2: Illustration of the workflow of forensic antropologists performing the comparison and exploration tasks on an input set of 3D meshes.

resolution of input meshes. An alternative is the variant with
vertex to nearest point on mesh search which is computation-
ally more demanding, but provides more precise results. The
usage of non-rigid transformations in the ICP algorithm is op-
tional for domain experts, as these transformations could elim-
inate important information from the data, e.g., scaling could
interfere with size changes when analyzing facial development
of a growing child. Alignment represents an important step in
the data analysis, as it directly affects its outcome. However,
anomalies in the data may cause undesirable distortions of re-
sults. As erroneous performance at this stage may lead to failure
of the entire analysis, the verification of alignment and normal-
ization results is imperative.

The following stages of the workflow are tightly connected
with the comparison and exploration of the meshes. So the
tasks performed in these stages directly influence the design
of the AnthroVis tool and its visualizations. In the process of
facial image identification there are three main commonly per-
formed tasks. The first task is to explore morphological varia-
tions within a set of 3D images in order to quantify the intra- or
inter-population variability. The second task deals with match-
ing an image against a database of images in order to screen
the database and detect similar meshes. Finally, third task is
related to matching two images in order to identify or reject
the person’s identity. From these tasks stem three possible ap-
proaches to facial comparison – analyzing a set of models (N:N
– Figure 2d), comparison of one model against a dataset (1:N
– Figure 2e), and comparison of two facial models (1:1 – Fig-
ure 2f).

In 1:1 comparison, a typical goal is to determine whether
two models depict the same person. Here a simple superim-
position of aligned models can be followed. However, such an
approach is not feasible for multiple model comparison.

1:N comparison essentially extends the 1:1 comparison by
matching a primary mesh against a set of secondary meshes. In
forensic anthropology this is performed in cases when multiple
facial meshes of the same individual should be matched (e.g.,
in various life stages). The second example can be the case
when more than one suspect is compared against the evidence
of a perpetrator recorded at a crime scene. Alternatively, two

models are compared and the differences are quantified in order
to specify a causative agent operating in facial differences, e.g.,
age-induced changes, sex-related differences in human face, or
facial variations between relatives.

Ultimately, the N:N multiple mesh comparison is based on
pairwise comparison of models in a dataset. Although in certain
scenarios it also leads to 1:1 comparison, it typically starts with
a different premise. For instance, an exploitation of global and
local variability within a sample or a detection of outliers may
serve as exemplary cases. As additional data are computed, a
simple color map mapped on an average model is not sufficient
to visualize such complex results.

To support the tasks related to the N:N comparison, An-
throVis uses a matrix-based visualization providing the users
with an overview of similarities between all pairs of the input
meshes. By selecting a subset of cells the input set is filtered
and the user is navigated to one of the subsequent stages, ac-
cording to the content of the selected subset. These stages are
the cross-cut views serving for 1:N comparison and the surface
superimposition enabling the 1:1 comparison. In other words,
through filtering of the data the N:N comparison can lead to the
1:N and 1:1 comparison stages. The cross-cut visualization al-
lows the users to observe the local shape and alignment of the
analyzed meshes using the cutting plane. The surface super-
imposition is supported by several visual enhancements, such
as transparency or fog simulation, that help users to judge how
well the models are aligned. In the following section these pro-
posed visualizations will be described in detail.

4. Visualization Methods

To support the above-mentioned tasks performed by the foren-
sic anthropologists, we propose several visualization techniques
and combine them into a unique system for visual analysis of
facial data. Figure 3 shows the overview of the proposed visu-
alizations integrated in the AnthroVis tool. The details of in-
dividual visualization methods were already presented by Fur-
manova [37].
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Figure 3: Overview of visualizations integrated in the AnthroVis tool. (a) Color map depicting the average difference between a set of models and the primary model
mapped on this primary model. (b) Histogram showing the distribution of values in the used color map. (c) Cross-cut View showing the local shape and alignment
of selected meshes using the cutting plane. (d) MatCol overview matrix showing the similarities between pairs of meshes. (e) Surface superimposition views with
different enhancements depicting the comparison of the primary model with a selected model from the dataset.

4.1. MatCol – N:N Overview Matrix with Color Map

During the analysis process, a lot of measurements are per-
formed producing many numerical data, particularly in the case
of N:N comparison. Displaying them in an understandable way
and linking them with the original 3D data is crucial for under-
standing the similarities and differences between them. There-
fore, we propose the MatCol overview matrix, consisting of
two parts, the N:N overview matrix (Figure 3d) and the color
map with histogram (Figure 3a,b). The MatCol matrix is based
on the idea of interactive heat plots and presents the results of
pairwise comparison within the input set of all meshes. Each
matrix cell represents the value of similarity measurement be-
tween two meshes in the dataset. The similarity calculation be-
tween these meshes is based on the nearest neighbor matching
of the mesh vertices. The acquired distances between the ver-
tices are then statistically processed, depending on the aim of
the analysis. For this, one of the following methods can be se-
lected by the user: Root Mean Square, which shows how much
values vary from the mean value, 75 Percentile, which thresh-
olds twenty-five percent of the largest distances and only uses
maximal value of the thresholded values, thus eliminating pos-
sibly erroneous peaks, or Geometric Mean, which determines
how values vary from zero, where zero would indicate identi-
cal meshes. Other available methods are Minimal Distance and
Maximal Distance between the meshes, Variance, and Arith-
metic Mean. For each pair of meshes, the result of this calcu-
lation is represented by a single number. The N:N overview
matrix can be sorted with respect to a selected row or column.
It means that the values in the selected row or column are sorted
in the ascendant or descendant order and the new order of the
cells is projected to the remaining rows or columns as well. This
helps to observe trends in the data. To support scalability when
analyzing large datasets, we integrated interactive lens view to
the MatCol matrix. The matrix can also serve for subsequent
filtering of meshes. Again, the user can select a row or col-
umn which leads to 1:N comparison. These selected pairs can
be subsequently explored using another proposed visualization,
the Cross-cut View. The user can also select one cell of the
matrix which corresponds to the selection of a specific pair of
meshes. This selection is linked with the Surface Superimpo-
sition method dedicated to the comparison of two models (Fig-
ure 3e). To better perceive the variability in the input dataset,

the matrix is also accompanied by histogram showing the dis-
tribution of values.

The N:N overview matrix is further extended by the color
map view displaying the average mesh computed from the in-
put dataset. This view helps the user to localize the areas with
significant differences directly on the mesh. The average mesh
is computed in the following way. For each vertex of a user
selected reference mesh (one mesh from the analyzed dataset),
the nearest points on surfaces of other meshes are found. Then,
a displacement vector is computed from all vectors between the
corresponding points from the reference mesh and the remain-
ing meshes from the dataset and the reference mesh is modi-
fied by the displacement vectors. This process is repeated iter-
atively to yield better results and the number of iterations can
be defined by the user. Figure 4 illustrates one iteration of the
average mesh computation.

b)a) c) d) e)

Figure 4: Computation of average mesh: (a) Reference mesh (red) aligned with
two other meshes to be averaged. (b,c) Displacement vectors computed be-
tween the reference mesh and the other meshes. (d) Averaged displacement
vectors and the new averaged mesh (blue). (e) Averaged mesh aligned with
other meshes.

The color assigned to each vertex of the average mesh is
then computed from the distance to its corresponding vertices
in the same way as the values in the N:N overview matrix.

4.2. CCV – Cross-cut View

The MatCol view provides an overview of N:N analysis of
models, which is beneficial for the assessment and filtering of
the results. However, it does not provide a way to compare
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Figure 5: (a,b,c) Three typical facial cuts used by anthropologists. The corresponding cross sections enable to compare contours of ten selected target meshes
(black) with the reference mesh (red). (d) Localized color map linked with the variance vectors showing area surrounding the selected vector.

the shapes of individual models in the set. For this purpose we
propose a cross-cut view (Figure 5).

This approach was selected because displaying a set of 3D
meshes at once is not possible for large datasets, and in any
case, it is not very helpful for the shape comparison. In such
cases the projection of 3D data into the 2D space is often em-
ployed. In our CCV technique we take a slicing plane and com-
pute its intersection with all 3D meshes. The intersections are
then displayed in the 2D view. There are three predefined po-
sitions of the slicing plane that correspond to the anthropolog-
ically relevant contours on the human face. However, as our
tool is applicable also to other areas of forensic anthropology,
the position and location of the plane can be freely modified by
the user. The position of the slicing plane is set and adjustable
on a reference mesh visualized in 3D. The reference model can
be either the average model of the dataset or a user-selected
model.

In addition to the intersections with meshes from the dataset,
the average differences along the intersection with the reference
model are computed and displayed. This is done in the follow-
ing way. The reference intersection curve is uniformly sam-
pled and the normal at each sample point is computed. The
difference is then computed as the average distance from the
sampling point to the rest of the meshes in the direction of
its normal. The shorter the distance vectors the more similar
the meshes are at a given point. This visualization is interac-
tively linked with the localized color maps. The selection of
a distance vector leads to the selection of the neighborhood of
a given point in the color map on the reference model. This
allows better understanding of the local variability.

Via the selection of the secondary intersection contour, the
CCV is further linked with our SurfSIM surface superimposi-
tion visualization for comparing pairs of meshes in a 1:1 man-
ner. This enables the user a detailed exploration of differences
between the reference and given target meshes.

4.3. SurfSIM – Surface Superimposition Method

The set of the visualization techniques used for the 1:1 com-
parison in AnthroVis was adopted from the work of Busking
et al. [21]. They proposed a set of techniques for comparison
of intersecting surfaces and tested them on medical images. In
close cooperation with forensic anthropologists we carefully se-
lected those techniques which can be successfully adopted to
their meshes as well.

This last set of techniques serves for 1:1 comparison of two
selected meshes. The selection of the pair of meshes can be
performed in the overview matrix of the MatCol view.

The two main demands for this visualization are that it
should preserve the shape of both models and clearly indicate
the differences between these models. Therefore, we decided to
use the superimposition of the aligned meshes supported by the
following visual enhancements.

• Transparency
Transparency modulation can help to solve problems with
occlusion that is one of the most common issues when
dealing with 3D models. In our case, we split the sur-
faces of models into two categories with respect to the
camera position – the model surface closest to the cam-
era is classified as the outer surface, while the surface
behind is classified as the inner surface. We then keep
the inner surface opaque, while making the outer surface
transparent. This makes the position of surfaces easier to
interpret.

• Intersection Contours
Highlighting the intersections of models can reveal minor
intersections that could be otherwise easily overlooked.
The contours are detected on the interfaces between the
two meshes where they change their order with respect to
the camera position (Figure 3 (e1)).

• Fog Simulation
This technique simulates a partially transparent volume
(fog) filling the space between the two surfaces and as-
signs it a color different from the colors used for the
individual surfaces (Figure 3 (e2,3)). The aim of this
method is to clearly indicate the differences between the
two surfaces. The principle of this method is the follow-
ing. Lets suppose that the outer surface is nearly com-
pletely transparent. In places where the surfaces are close
to each other, the thin layer of fog does not occlude the
inner surface. However, with the growing distance be-
tween surfaces, the opacity of the fog accumulates. So in
places with larger surface distances the inner surface can
be completely covered by the fog. In this case, the dis-
tance between the inner and outer surfaces is computed
along the viewing direction. The amount of accumulated
fog is proportional to this distance, therefore the whole
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visualization is view-dependent. In AnthroVis it is also
possible to remove the surfaces and show only the fog as
an indicator of the volume between these surfaces. By in-
teractive manipulation with the meshes, this method can
reveal the local differences that would not be visible in a
color map.

As these methods were implemented on GPU, they can be ad-
justed in real-time and do not require any precomputed results.
Therefore, they can easily replace color maps in places where
no precomputed data are available.

5. Case Studies

The usefulness of the newly proposed AnthroVis tool can be
demonstrated on many real scenarios. In this paper, we present
three exemplary cases where AnthroVis helped to shape the re-
sults and proved to be largely advantageous in comparison with
the traditionally used color maps. The case studies were con-
ducted directly by the experts from forensic anthropology.

5.1. Case 1 – Database Screening and Face Comparisons

The first case study focuses on a task performed on a daily
basis in forensic anthropological casework. In order to con-
duct facial image analysis on forensic evidence, a pre-screening
with an image database is frequently performed prior to image
comparison. This step establishes a set of potential matches
for the following in-depth image analysis. In the present case,
a 3D facial scan of 30-year old male was compared against a
database of 501 3D faces (a fraction retrieved from The Fiden-
tis 3D Face Database [38]) in order to select 10 target faces for
further one-to one observations. The dataset composed of 500
meshes captured from different individuals while a single mesh
represented the primary subject recorded two years prior to the
analysis. The ultimate goal was to match the primary subject
with its corresponding 3D scan included in the database and at
the same time to reject that no other scan could be identified as
the primary subject.

In the first step, 10 most similar target faces were selected
using the overview matrix visualization. The incorporated rank-
ing function allows sorting the target scans according to the se-
lected measure of similarity, where the most similar meshes are
located in the top rows of the overview matrix. This way the
user selects n meshes (10 in our case) for further comparisons.
For the in-depth analysis, cross-cut visualizations were first em-
ployed (see Figure 5). This interactive visualization enables
the expert to observe the differences between the scrutinized
meshes in cross-section cuts corresponding to three essential
anatomical body planes (frontal, sagittal, and transversal) or
other optional planes.

Figure 6 (1) shows an example of a comparison between the
reference scan and one of the most similar target faces.

For better comparison, the traditionally used color map is
also shown. The color map depicts the main differences located
in the supraorbital region. However, our proposed visualiza-
tions are more successful in demonstrating also other important

Figure 6: Comparison between two meshes using (a) color map and (b) fog
visualization that shows the most significant differences between the input
meshes.

morphological differences, such as the apparent difference in
shape of noses.

As expected, the most similar meshes were those capturing
the faces of the specimen in two different time steps (see Fig-
ure 6 (2)).

The color map does not reveal noticeable differences be-
cause this method is not suitable for revealing minor differ-
ences. However, our fog-present superimposition technique
shows that although the compared meshes are very similar, they
cannot be considered identical. Moreover, the sources of varia-
tions can be localized precisely using fog, i.e., in the presented
case the tip of the nose, chin, and width of the face.

5.2. Case 2 – Facial Identification

The second example originates in cases where facial iden-
tification is derived from an eyewitness’s description of a per-
petrator, and frequently combined with the construction of a
facial composite. In many cases (e.g., numerous eyewitnesses,
distressed indecisive witness), multiple scenarios of a perpetra-
tor’s facial appearance have to be confronted. For the present
example, 3D scans from 13 individuals were modified in order
to explore an impact of these changes on facial identification.
Two sets of modifications were created. In the first step, a sin-
gle facial component (e.g., nose, chin) was modified using a
database of 3D facial components. In the next step, additional
two components were further switched. Altogether, 39 facial
scans were processed using the N:N form of comparison. The
results were visualized using the developed MatCol matrix (see
Figure 7).

It is more than evident that the pairwise comparisons cor-
responding to the intra-individual scans with the original and
modified facial components placed by the plot diagonal exhibit
a lower degree of variations than the remaining inter-individual
comparisons. The conclusions are supported by the ability to
visualize individual compared pairs using either color maps or
the additional newly developed techniques.

5.3. Case 3 – Fragmentary Skeletal Remains Reassembling

The third example focuses on the area of forensic case-
work, which involves assessment of skeletal remains. In many
cases, forensic anthropologists are presented with fractured,
fragmented, or otherwise modified human skeletal remains.
Prior to anthropological examination, these fragmented remains
must be reassembled. The present case involves a human
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Figure 7: Comparison of set of 39 faces of 13 individuals, each present three
times with various facial changes. (a) Original mesh compared with mesh con-
taining interchanged nose, mouth, and chin. (b) Original mesh compared with
mesh containing interchanged eyes, nose, and chin.

mandible fractured due to multiple gunshot wounds to the head.
The mandibular fragments (presented in three separate pieces)
were first laser scanned and the elements were subsequently re-
assembled in the virtual workspace. Simultaneously, the phys-
ical bone fragments were restored in the real physical space by
traditional reconstructive approaches. Once reassembled, the
physical model was re-digitized in order to confront the virtual
and physical approaches. The aim of the study was to reveal
the importance of incorporating the virtual approach to the as-
sessment of skeletal injuries. The results are summarized in
Figure 8.

Figure 8: (a) Comparison between manually (yellow) and virtually (blue) re-
constructed mandible from fragmentary skeletal remains. (b) The difference is
highlighted using fog. (c) Cross-cut view. (d) Color map.

The visual confrontation revealed inconsistencies between
the two restoration approaches. The mandible reassembled in
the physical reality produced a narrower structure in compari-
son with the mandible reassembled using the digital fragments.
This is particularly apparent from the transparent superimposed
meshes with fog highlighting inter-mesh differences.

6. Discussion

Traditional applications for mesh processing and compari-
son offer a large variety of algorithms for alignment and com-
parison, but are lacking in visual representation of results, rely-

ing in most cases only on color maps. These, although consid-
ered as advanced visualization tools in forensic and biological
sciences (e.g., [1]), have very limited possibilities, particularly
while comparing large datasets of 3D facial meshes. On the
other hand, visual analysis tools targeting mesh comparison of-
ten fail in supporting domain-specific tasks required by anthro-
pologists. AnthroVis tool aims to overcome these problems by
integrating interactively linked visualization techniques into an
analysis workflow tailored to the needs of domain experts.

The preliminary testing conducted by the domain experts
showed that AnthroVis had the potential to facilitate the ev-
eryday decision-making in examining 3D digital evidence in
forensic anthropology.

The testing composed primarily of ranking our visualization
techniques by usefulness in the facial image analysis. The color
maps were generally considered beneficial in cases where the
primary goal was to display/evaluate initial global morphologi-
cal variations between two superimposed faces. Once the initial
assessment was performed, however, anthropologists tended to
switch to the surface superimposition and the combination of
fog and transparent superimposition (in that order) in searching
for more subtle local differences between meshes.

According to the anthropologists, the superimposition tool
with transparency, fog simulation and intersection contours
showed proper demarcations of differences. This was partic-
ularly helpful in cases where the expert had to decide whether
the observed inconsistencies were due to technical limitations
and the two 3D images corresponded to the same individual or
they represented differences on which the same identity could
be undoubtedly rejected. This task was difficult to perform rely-
ing only on color maps, where small but anatomically relevant
differences can be easily overlooked.

The multiple comparison of faces, previously lacking a suit-
able technique for the visual exploration, is supported by cross-
cuts and the overview matrix. The overview matrix was shown
to be extremely helpful when searching for the most similar
faces in the dataset or when comparing the specimen with other
meshes from the dataset. Cross-cuts enable to display local ir-
regularities in a manner that is rather instinctive for anthropol-
ogists as it is derived from standardized anatomical views and
body planes. Like the anatomical plane, the cross-cuts provide
a common method of communication that helps to avoid con-
fusion when identifying structures and interpreting local differ-
ences.

7. Conclusion and Future Work

In this paper, we proposed the AnthroVis visual analysis
tool filling the gaps in the visual exploration of 3D forensic evi-
dence. This tool covers the current workflow of anthropologists
performing their tasks as much as possible. The tool was tested
on real cases and confronted with the currently available tech-
niques. The preliminary testing aimed to count pros and cons
of the traditional color map approach, and then the newly pro-
posed tool was tentatively assessed by forensic anthropologists.
The evaluation performed by the domain experts uncovered the
advantages of the proposed methods but also their drawbacks,
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which form possible extensions for the future work. It was re-
vealed that global alignment of meshes is not always sufficient.
Possibility to re-align selected areas of meshes was requested
by anthropologists. It was also suggested that the fog simula-
tion would be more beneficial if it was view-independent. Fi-
nally, concerning the cross sections, it was suggested to add the
option of displaying absolute variability values, as opposed to
currently used relative ones, which take into account the orien-
tation of vectors. While present results shed light on usefulness
of the proposed visualization techniques in the target field, a
proper usability study ought to be conducted in the near future.
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