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Chapter 1
Some Partial Differential Equations
From Physics

Remark 1.1. Contents. This chapter introduces some partial differential equa-
tions (pde’s) from physics to show the importance of this kind of equations
and to motivate the application of numerical methods for their solution. O

1.1 The Heat Equation

Remark 1.2. Derivation. The derivation follows (Wladimirow, 1972, p. 39).
Let x = (21, 72,23)7 € £2 C R3, where {2 is a domain, ¢ € R, and consider
the following physical quantities

o u(t,x) — temperature at time ¢ and at the point & with unit [K],

e p(t, ) — density of the considered species with unit [k&/m?],

e ¢(t, ) —specific heat capacity of the species with unit [J/kg K] = [W s/kg K],

o k(t,x) — thermal conductivity of the species with unit [W/m k],

e F'(t,x) — intensity of heat sources or sinks with unit [W/m?].

Consider the heat equilibrium in an arbitrary volume V' C (2 and in an
arbitrary time interval (¢,t + At). First, there are sources or sinks of heat:
heat can enter or leave V' through the boundary 0V, or heat can be produced
or absorbed in V. Let n(x) be the unit outer normal at € dV. Due to
Fourier’s! law, one finds that the heat

t+ At t+At
Q1 = / / (t,s) ds dt = / / (kVu-n)(t,s) ds dt, [J],
ov an av

enters through dV into V. One obtains with integration by parts (Gaussian
theorem)

t+ At
Q1 =/t /VV-(kVu)(t,m) de dt, [J].

1 Jean Baptiste Joseph Fourier (1768 — 1830)
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In addition, the heat

t+ At
@ :/t /VF(t,m) da dt, (W s = [J],

is produced in V.

Second, a law for the change of the temperature in V has to be derived.
Using a Taylor series expansion, on gets that the temperature at « changes
in (t,t + At) by

Ou

5 (t, ) At + O((At)?).

u(t+ Aty x) — u(t, x) =

Now, a linear ansatz is utilized, i.e.,

u(t + At, ) — u(t, ) = g—l:(t, x) At.

With this ansatz, one has that for the change of the temperature in V' and
for arbitrary sufficiently small A¢, the heat

t+At .
ng/ /q)u(t—&—Atgc) u(t, x) e dt
¢ v

At

t+ At
~ [ [ et de a1,
t 1%

is needed. This heat has to be equal to the heat sources, i.e., it holds Q3 =
Q2 + Q1, from what follows that

t+At au
Par V- (kVu)—F| (t,z) de dt = 0.
t 1%

Since the volume V was chosen to be arbitrary and At was arbitrary as well,
the term in the integral has to vanish. One obtains the so-called heat equation

ou
Lot
At this point of modeling one should check if the equation is dimensionally
correct. One finds that all terms have the unit [W/m?].
For a homogeneous species, ¢, p, and k are positive constants. Then, the
heat equation simplifies to

-V (kVu)=F in (0,T) x £2.

%Zf —e2Au=f in (0,T) x £, (1.1)
with €2 = k/(cp), [»*/s] and f = F/(cp), [K/s]. To obtain a well-posed problem,
(1.1) has to be equipped with an initial condition u(0, ) and appropriate
boundary conditions on (0,7") x 9f2. m|
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Remark 1.3. Boundary conditions. For the theory and the numerical simu-
lation of partial differential equations, the choice of boundary conditions is
of utmost importance. For the heat equation (1.1), one can prescribe the
following types of boundary conditions:
e Dirichlet? condition: The temperature u(t,z) at a part of the boundary
is prescribed
u=g; on (0,7) x 002p

with 002p C 912. In the context of the heat equation, the Dirichlet con-
dition is also called essential boundary conditions.
e Neumann?® condition: The heat flux is prescribed at a part of the boundary

ou
—k— =goon (0,T) x 012
o, = 9200 (0,7) N
with 82 C 962. This boundary condition is a so-called natural boundary
condition for the heat equation.
e Mixed boundary condition, Robin* boundary condition: At the boundary,
there is a heat exchange according to Newton’s® law

0
ka—z + h(u — teny) =0 on (0,T) x 002,
with 042,,, C 012, the heat exchange coefficient h, [W/m?k?|, and the tem-
perature of the environment uepy.
O

Remark 1.4. The stationary case. An important special case is that the tem-
perature is constant in time u(¢, ) = u(x). Then, one obtains the stationary
heat equation

—?Au=f in Q. (1.2)

This equation is called Poisson® equation. Its homogencous form, i.e., with
f(x) = 0, is called Laplace” equation. Solution of the Laplace equation are
called harmonic functions. The Poisson equation is the simplest partial differ-
ential equation. The most part of this lecture will consider numerical methods
for solving this equation. O

Remark 1.5. Another application of the Poisson equation. The stationary dis-
tribution of an electric field with charge distribution f(x) satisfies also the
Poisson equation (1.2). O

2 Johann Peter Gustav Lejeune Dirichlet (1805 —1859)
3 Carl Gottfried Neumann (1832 — 1925)

4 Gustave Robin (1855 — 1897)

5 Tsaac Newton (1642 — 1727)

6 Siméon Denis Poisson (1781 — 1840)

7 Pierre Simon Laplace (1749 — 1829)
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Remark 1.6. Non-dimensional equations. The mathematical analysis as well
as the application of numerical methods relies on equations for functions
without physical units, the so-called non-dimensional equations. Let

e L — a characteristic length scale of the problem, [m)],

e U — a characteristic temperature scale of the problem, [K],

e T™* — a characteristic time scale of the problem, [s].
If the new coordinates and functions are denoted with a prime, one gets with
the transformations

from (1.1) the non-dimensional equation

N A R B AN A T )

%(UU‘)E—E ;650; 650; (UU)al’Z 01}2 _f m Oyﬁ x £
—

U 22U~ 0% ) T ,

wa?iﬂ 78(954)2 =f in (O’F) x (2.

3

Usually, one denotes the non-dimensional functions like the dimensional func-
tions, leading to

ou  2T* T* T
—— Au = — i — 0.
5 2 du=7 f in (07 T*) X

For the analysis, one sets L =1 m, U =1 K, and T* = 1 s which yields

%; —e2Au=f in (0,T) x £, (1.3)
with a non-dimensional temperature diffusion €2 and a non-dimensional right-
hand side f(t, ).
The same approach can be applied to the stationary equation (1.2) and
one gets
—2Au=f in 02, (1.4)

with the non-dimensional temperature diffusion €2 and the non-dimensional
right-hand side f(x). O

Remark 1.7. A standard approach for solving the instationary equation. The
heat equation (1.3) is an initial value problem with respect to time and a
boundary value problem with respect to space. Numerical methods for solving
initial value problems were topic of Numerical Mathematics 2.

A standard approach for solving the instationary problem consists in using
a so-called one-step #-scheme for discretizing the temporal derivative. Con-
sider two consecutive discrete times t,, and t,; with 7 = ¢,41 — t,,. Then,
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solution

tOOO

£0.750
-0.500

<0.250

0.000

Fig. 1.1 Solution of the two-dimensional example of Example 1.8.

the application of a one-step #-scheme yields for the solution at 1

Upt1 — U

% — 02 Aty — (1= 0)e2Aup = 0fniy + (1= 6) fn,
where the subscript at the functions denotes the time level. This equation is
equivalent to

Upy1 — TO2 Atpyy = up + 7(1-— 9)E2Aun +710fpn1+7(1=0)f,. (1.5)

For 6 = 0, one obtains the forward Euler scheme, for § = 0.5 the Crank—
Nicolson scheme (trapezoidal rule), and for § = 1 the backward Euler scheme.

Given uy,, (1.5) is a boundary value problem for u,1;. That means, one
has to solve in each discrete time a boundary value problem. For this reason,
this lecture will concentrate on the numerical solution of boundary value
problems. O

Ezample 1.8. Demonstrations with the code MOONMD JOHN & MATTHIES
(2004).

e Consider the Poisson equation (1.4) in £2 = (0,1)2 with & = 1. The right-
hand side and the Dirichlet boundary conditions are chosen such that
u(z,y) = sin(mz) sin(7y) is the prescribed solution, see Figure 1.1 Hence,
this solution satisfies homogeneous Dirichlet boundary conditions. Denote
by wup(z,y) the computed solution, where h indicates the refinement of a
mesh in (2. The errors obtained on successively refined meshes with the
simplest finite element method are presented in Table 1.1.

One can observe in Table 1.1 that [|u — up| ;2 (g converges with second
order and [|V(u — up)|[12(q) converges with first order. A main topic of
the numerical analysis of discretizations for partial differential equations
consists in showing that the computed solution converges to the solution
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Table 1.1 Example 1.8, two-dimensional example.

h degrees of freedom|||u — up|l 20y IV(u = un)ll 2o

1/4 25 8.522e-2 8.391e-1
1/8 81 2.256e-2 4.318e-1
1/16 289 5.726e-3 2.175e-1
1/32 1089 1.437e-3 1.089e-1
1/64 4225 3.596e-4 5.451e-2
1/128 16641 8.993e-5 2.726e-2
1/256 66049 2.248e-5 1.363e-2
1/512 263169 5.621e-6 6.815e-3

of an appropriate continuous problem in appropriate norms. In addition,
to prove a certain order of convergence (in the asymptotic regime) is of
interest.

Consider the Poisson equation (1.4) in £ = (0,1)% with e = 1 and f = 0.
At z = 1 the temperature profile should be u(z,y,1) = 162(1 —2)y(1—y)
and at the opposite wall should be cooled u(z,y,0) = 0. At all other
walls, there should be an undisturbed temperature flux g—;‘l(m,y, z) = 0.
A approximation of the solution computed with a finite element method
is presented in Figure 1.2.

The analytical solution is not known in this example (or it maybe hard to
compute). It is important for applications that one obtains, e.g., good vi-
sualizations of the solution or approximate values for quantities of interest.
One knows by the general theory that the computed solution converges
to the solution of the continuous problem in appropriate norms and one
hopes that the computed solution is already sufficiently close.

]

solution

‘08
06
04

Eo.z

Fig. 1.2 Contour lines of the solution of the three-dimensional example of Example 1.8.
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1.2 The Diffusion Equation

Remark 1.9. Derivation. Diffusion is the transport of a species caused by the
movement of particles. Instead of Fourier’s law, Newton’s law for the particle
flux through OV per time unit is used

dQ = —DVu-n ds

with

e u(t, x) — particle density, concentration with unit [mol/m?],

e D(t,x) — diffusion coefficient with unit [m?/s].
The derivation of the diffusion equation proceeds in the same way as for the
heat equation. It has the form

ou .
Cor T V- (DVu)+qu=F in (0,T) x £2, (1.6)

where

e ¢(t,x) — is the porosity of the species, [],

e ¢(t,x) — is the absorption coefficient of the species with unit [1/s],

e F(t,x) — describes sources and sinks, [mol/s m?].
The porosity and the absorption coefficient are positive functions. To ob-
tain a well posed problem, an initial condition and boundary conditions are
necessary.

If the concentration is constant in time, one obtains

-V .- (DVu)+qu=F in (. (1.7)

Hence, the diffusion equation possesses a similar form as the heat equation.
O

1.3 The Navier—Stokes Equations

This section was not presented in the course. It is included in the lecture
notes for students who are interested in.

Remark 1.10. Generalities. The Navier®-Stokes® equations are the fundamen-
tal equations of fluid dynamics. In this section, a viscous fluid (with internal
friction) with constant density (incompressible) will be considered. O

Remark 1.11. Conservation of mass. The first basic principle of the flow of
an incompressible fluid is the conservation of mass. Let V' be an arbitrary

8 Claude Louis Marie Henri Navier (1785 — 1836)
9 George Gabriel Stokes (1819 — 1903)
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volume. Then, the change of fluid in V' satisfies

—%/pdw: /pv-nds :/V-(p'v)da:7

14 ov \%
| [ ——
change flux through the boundary of V'

where

e v(t,x) — velocity (vi,v2,v3)T at time ¢ and at point & with unit [m/s],

o p — density of the fluid, [k&/m3].
Since V' is arbitrary, the terms in the volume integrals have to be the same.
One gets the so-called continuity equation

0 .

8—f+v(pv) =0 in (0,T) x £2.

Since p is constant, one obtains the first equation of the Navier—Stokes equa-
tion, the so-called incompressibility constraint,

V-v=0 in (0,T) x £2. (1.8)
O

Remark 1.12. Conservation of linear momentum. The second equation of the
Navier—Stokes equations represents Newton’s second law of motion

net force = mass X acceleration.

It states that the rate of change of the linear momentum must be equal to
the net force acting on a collection of fluid particles.
The forces acting on an arbitrary volume V' are given by

Fy = /—Pnds—l—/S/ndS-l-/pgdw,

oV 2% \4
—_— — — ~———

outer pressure friction gravitation

where

o S'(t,x) — stress tensor with unit [N/m?],

e P(t,x) — the pressure with unit [N/m?],

e g(t,x) — standard gravity (directed), [m/s?].
The pressure possesses a negative sign since it is directed into V', whereas the
stress acts outwardly.

The integral on OV can be transformed into an integral on V' with inte-

gration by parts. One obtains the force per unit volume

~VP+V-S +pg.
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On the basis of physical considerations (Landau & Lifschitz, 1966, p. 53) or
(John, 2016, Chapter 2), one uses the following ansatz for the stress tensor

S = U(Vv + Vol — %(V . 'u)]l) +¢(V -0,

where
e 1) — first order viscosity of the fluid, [k8/m s,
e ¢ — second order viscosity of the fluid, [k8/m s,
o [ — unit tensor.
For Newton’s second law of motion one considers the movement of particles
with velocity v(¢, z(t)). One obtains the following equation

do(t, xz(t
—~VP+V-S +pg = p (t,z(t))
~~ dt
force per unit volume mass per unit volume

acceleration

p(Ow+ (v-V)v).

The second formula was obtained with the chain rule. The detailed form of
the second term is

110,01 + v20yv1 + v30,v1
(v-V)v = | v10,v2 + v20,v2 + V30,02
110,35 + v20yv3 + V30,3

If both viscosities are constant, one gets

0 vpP 1
%quv+(v-V)v+7=g+;<g+C)V(V-v),
where v = n/p, [m?/s] is the kinematic viscosity. The second term on the
right-hand side vanishes because of the incompressibility constraint (1.8).
One obtains the dimensional Navier—Stokes equations
v VP

E—yAv—i—(v-V)v—l——fg, V-v=0 in (0,7) x £2.
p

O

Remark 1.13. Non-dimensional Navier—Stokes equations. The final step in the
modeling process is the derivation of non-dimensional equations. Let

e L — a characteristic length scale of the problem, [m],

e U — a characteristic velocity scale of the problem, [m/s],

e T* — a characteristic time scale of the problem, [s].
Denoting here the old coordinates with a prime, one obtains with the trans-
formations y

t=—
T*
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the non-dimensional equations

L
Ou — ——

UT* ULAU+(U'V)U+Vp=f, V-u=0 in (0,T) x {2,

with the redefined pressure and the new right-hand side

pte) = (ta) (ko) = (5.

This equation has two dimensionless characteristic parameters: the Strouhal®
number St and the Reynolds ! number Re

L L
Re := U—

St = ——
ur+’ v

Setting T* = L/U, one obtains the form of the incompressible Navier—Stokes
equations which can be found in the literature

%—?—Re‘lAu+(u~V)u+Vp:fin (0,7) x £,
Vou=0in(0,7T) x 2.
O

Remark 1.14. About the incompressible Navier—Stokes equations. The Navier—
Stokes equations are not yet understood completely. For instance, the exis-
tence of an appropriately defined classical solution for 2 C R3 is not clear.
This problem is among the so-called millennium problems of mathematics
Fefferman (2000) and its answer is worth one million dollar. Also the numeri-
cal methods for solving the Navier—Stokes equations are by far not developed
sufficiently well as it is required by many applications, e.g. for turbulent flows
in weather prediction. m|

Remark 1.15. Slow flows. Am important special case is the case of slow flows
which lead to a stationary (independent of time) flow field. In this case, the
first term in the in the momentum balance equation vanish. In addition, if
the flow is very slow, the nonlinear term can be neglected as well. One gets
the so-called Stokes equations

—Re 'Au+Vp = fin 0,
V-u=0 in {2.

10 Cenek Strouhal (1850 — 1923)
11 Osborne Reynolds (1842 — 1912)
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1.4 Classification of Second Order Partial Differential
Equations

Definition 1.16. Quasi-linear and linear second order partial differ-
ential equation. Let 2 C R? d € N. A quasi-linear second order partial
differential equation defined on {2 has the form

d
a;,()0;0pu + F (x,u,01u,...,04u) =0 (1.9)
k=1

or in nabla notation
V- (A(z)Vu) 4 F (&, u,01u, . .., dqu) = 0.

A linear second order partial differential equation has the form

d
a;,()0;0ku + b(x) - Vu + c(x)u = F(x).
jik=1

]

Remark 1.17. The matriz of the second order operator. If u(x) is sufficiently
regular, then the application of the Theorem of Schwarz!? yields 0;0u(x) =
Ok0;ju(z). It follows that equation (1.9) contains the coefficient 0;0,u(x)
twice, namely in a;i () and ag;(x). For definiteness, one requires that

aji(z) = agj(x).

Now, one can write the coefficient of the second order derivative with the
symmetric matrix
au({lf) e ald(m)
Alz) = : oo
agr(x) -+ aqq(x)

All eigenvalues of this matrix are real and the classification of quasi-linear
second order partial differential equations is based on these eigenvalues. O

Definition 1.18. Classification of quasi-linear second order partial
differential equation. On a subset 2 C £2 let @ be the number of posi-
tive eigenvalues of A(x), 8 be the number of negative eigenvalues, and + be
the multiplicity of the eigenvalue zero. The quasi-linear second order partial
differential equation (1.9) is said to be of type (a, 3,7) on £2. It is called to
be

o elliptic on 2 if it is of type (d,0,0) = (0,d,0),

12 Hermann Amandus Schwarz (1843 — 1921)
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e hyperbolic on £2, if its type is (d —1,1,0) = (1,d — 1,0),

e parabolic on {2, if it is of type (d — 1,0,1) = (0,d — 1,1).
In the case of linear partial differential equations, one speaks of a parabolic
equation if in addition to the requirement from above it holds that

rank(A(x),b(z)) =d
in 2. O

Remark 1.19. Other cases. Definition 1.18 does not cover all possible cases.
However, the other cases are only of little interest in practice. m|

Ezxample 1.20. Types of second order partial differential equations.

e For the Poisson equation (1.4) one has a; = —¢? < 0 and aj; = 0 for
1 # j. It follows that all eigenvalues of A are negative and the Poisson
equation is an elliptic partial differential equation. The same reasoning
can be applied to the stationary diffusion equation (1.7).

In the heat equation (1.3) there is besides the spatial derivatives also the
temporal derivative. The derivative in time has to be taken into account
in the definition of the matrix A. Since this derivative is only of first
order, one obtains in A a zero row and a zero column. One has, e.g.,
a; =—€2<0,i=2,...,d+1, a;; =0, and ai; = 0 for i # j. It follows
that one eigenvalue is zero and the others have the same sign. The vector
of the first order term has the form b = (1,0,...,0)7 € R4! where
the one comes from d;u(t, ). Now, one can see immediately that (A, b)
possesses full column rank. Hence, (1.3) is a parabolic partial differential
equation.

e An example for a hyperbolic partial differential equation is the wave equa-

tion

Opu —e?Au=f in (0,7) x £2.

1.5 Literature

Remark 1.21. Some books about the topic of this class. Books about finite
difference methods are

e Samarskij (1984), classic book, the English version is Samarskii (2001)

e LeVeque (2007)
Much more books can be found about finite element methods

e Ciarlet (2002), classic text,

e Strang & Fix (2008), classic text,

e Braess (2001), very popular book in Germany, English version available,
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e Brenner & Scott (2008), rather abstract treatment, from the point of view
of functional analysis,
e Ern & Guermond (2004), modern comprehensive book,
e Grossmann & Roos (2007)
e Solin (2006), written by somebody who worked a lot in the implementa-
tion of the methods,
e Goering et al. (2010), introductory text, good for beginners,
e Deuflhard & Weiser (2012), strong emphasis on adaptive methods
e Dziuk (2010).
These lists are not complete.
These lectures notes are based in some parts on lecture notes from Sergej
Rjasanow (Saarbriicken) and Manfred Dobrowolski (Wiirzburg). O






Chapter 2
Finite Difference Methods for Elliptic
Equations

Remark 2.1. Model problem. The model problem in this chapter is the Poisson
equation with Dirichlet boundary conditions

—Au = f in £,
u =g on 02, (2.1)
where 2 C R%. This chapter follows in wide parts Samarskij (1984). m|

2.1 Basics on Finite Differences

Remark 2.2. Grid. This section considers the one-dimensional case. Consider
the interval [0, 1] that is decomposed by an equidistant grid

x; =1th, ©=0,...,n, h=1/n, —nodes,

wp={x; : i=0,...,n} —grid.

O
Definition 2.3. Grid function. A vector u;, = (u, ..., u,)T € R™*! that
assigns every grid point a function value is called grid function. a

Definition 2.4. Finite differences. Let v(x) be a sufficiently smooth func-
tion and denote by v; = wv(x;), where x; are the nodes of the grid. The
following quotients are called

17
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tangent

Ti-1 z; Tit+1

Fig. 2.1 TIllustration of the finite differences.

Vit1 — Vs .
Vg = % — forward difference,
Vi — Vi—1 .
Vz,i = % — backward difference,
Vit+1 — Vi—1 .
vy = —+ =1 _ central difference
o 2h ’
Vig1 — 20, + Vi1 .
Vzz,i = 2 T el second order difference,
5 h2
see Figure 2.1. O

Remark 2.5. Some properties of the finite differences. It is (ezercise)

1
Vi, = E(vz,i +uzi);  Vzwi = (Vzi)wi-

Using the Taylor series expansion for v(x) at the node x;, one gets (ezer-
cise)

Vg,i

i o' () + %hv"(xq;) +0 (hg) ,
Uz, = o' (x;) — %hv"(a:i) +0 (hz) ,
Vi v'(z;) + O (hz) ,

gz, = V" (2;) + O (h?) .
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Definition 2.6. Consistent difference operator. Let L be a differential
operator. The difference operator Ly : R*T! — R™*! is called consistent
with L of order k if

Joax [(Lu)(zi) = (Luun)il = [|Lu = Lyup oo, = O (n*)

for all sufficiently smooth functions u(z). O

Example 2.7. Consistency orders. The order of consistency measures the qual-
ity of approximation of L by Ly,

The difference operators v ;, Uz,i, Vs, are consistent to L = % with order
1,1, and 2, respectively. The operator vz, ; is consistent of second order to

L= d(i—zz, see Remark 2.5. O

Ezxample 2.8. Approzimation of a more complicated differential operator by
difference operators. Consider the differential operator

d du
Lu=— (k(z)—
YT e < (@) d1:> ’
where k(z) is assumed to be continuously differentiable. Define the difference
operator Ly, as follows

(Lpup); = (auz,i)z,: = %(a(wi-&-l)ui,i(zi-{—l) - a(l’z)ufz(zz))

1 Uil — U Uj — Uj—1
=—|a —a ) 22
(T ) 22)

where a is a grid function that has to be determined appropriately. One gets
with the product rule

(Lu)i = k' (i) (u')i + k(zi)(u");

and with a Taylor series expansion for w;_1, u;4+1, which is inserted in (2.2),

a;11 + a; h(aiJrl - ai)
5 (u"); + W+ 0O (h2) .

Qg — Q;
(Lnun)i = ——(u'); + 6

h

Thus, the difference of the differential operator and the difference operator is
i+1 — &4 i+1 + a;
(Lu); — (Lnun)i = (k’(zci) - %) ()i + (k(mi) - %) (")
h(a;r1 — a;
) -

In order to define L, such that it is consistent of second order to L, one has
to satisfy the following two conditions
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air1 +a;

M:k'(mi)+0(h2), 5

; =k(z;) + O (h?).

From the first requirement, it follows that a;+1 — a; = O (h). Hence, the
third term in the consistency error equation (2.3) is of order O (hz). Possible
choices for the grid function are (ezercise)

a; = m, a; = (zl - ﬁ) , Q= (kiki—1)1/2~
2 2

Note that the 'natural’ choice, a; = k;, leads only to first order consistency.
(ezxercise) O

2.2 Finite Difference Approximation of the Laplacian in
Two Dimensions

Remark 2.9. The five point stencil. The Laplacian in two dimensions is de-
fined by

Pu 0%

= Opatt + Oyt = Ugy + Uyy, T = (T,7).

The simplest approximation uses for both second order derivatives the sec-
ond order differences. One obtains the so-called five point stencil and the
approximation

Uig1,j = 2Ui5 + Uim1y | Uig41 — 25 + Uy
h2 * h2 ’
z Y
(2.4)
see Figure 2.2. From the consistency order of the second order differ-
ence, it follows immediately that Au approximates the Laplacian of order
O (h2 +h3). O

Au ~ Au = Ugy + Ugy =

Remark 2.10. The five point stencil on curvilinear boundaries. There is a dif-
ficulty if the five point stencil is used in domains with curvilinear boundaries.
The approximation of the second derivative requires three function values in
each coordinate direction

(x—hz.y) (z,y), (z+ h; ),
(.%',y - h;)v (33', y)v (l’, Y+ h;)»
see Figure 2.3. A guideline of defining the approximation is that the five point

stencil is recovered in the case h;, = h}. A possible approximation of this
type is
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i,j+1 ™

hy
) i+l Lﬂ\\ 09

iti—1

Fig. 2.2 Five point stencils.

(x,y+hy)
(x—hy,y) (@.y)  (x+hty)
(z,y —hy)
Fig. 2.3 Sketch to Remark 2.10.
>u ~ L u('L + h;:‘rvy) — u(l'v y) 7 u(w, y) - u(‘L — hz_>y) (2 5)
dx?  h, hi hz

with h, = (h} + hy)/2. Using a Taylor series expansion, one finds that the

—h;y)>

error of this approximation is

Ou 1 (“(w +hiy) —uy)  ul@y) —ul

922 R, hi hy
1 _ O 2
= S —h) 55 +0 (hl) .

For h} # h, this approximation is of first order.
A different way consists in using

Pu 1 (u(x +hiy) —u(z,y) @y —ul@

—h;y))

_— " =

0z? b,

max{h;, h; }. However, this approximation possesses only the

hi a ha

with iLz =
order zero, i.e., there is actually no approximation.

Altogether, there is a loss of order of consistency at curvilinear boundaries.

O
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’—o
<

Fig. 2.4 Different types of nodes in the grid.

Ezample 2.11. The Dirichlet problem. Consider the Poisson equation that is
equipped with Dirichlet boundary conditions (2.1). First, R? is decomposed
by a grid with rectangular mesh cells x; = thy,y; = jhy, he,hy > 0,4,j € Z.
Denote by

wp, = {o} inner nodes, five point stencil does not contain any
boundary node,
wy = {*} inner nodes that are close to the boundary, five point

stencil contains boundary nodes,
vn = {*} boundary nodes,
wp, = wy, Uwj, inner nodes,
wp Un grid,

see Figure 2.4.
The finite difference approximation of problem (2.1) that will be studied
in the following consists in finding a mesh function u(x) such that

—Au(z) = ¢(x) © € wy,
—Au(x) = ¢(x) © € wj, (2.6)
u(x) = g(x) @ €,

where ¢(x) is a grid function that approximates f(x) and A* is an approxi-
mation of the Laplacian for nodes that are close to the boundary, e.g., defined
by (2.5). The discrete problem is a large sparse linear system of equations.
The most important questions are:
e Which properties possesses the solution of (2.6)?
e Converges the solution of (2.6) to the solution of the Poisson problem and
if yes, with which order?
O
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2.3 The Discrete Maximum Principle for a Finite
Difference Approximation

Remark 2.12. Contents of this section. Solutions of the Laplace equation,
i.e., of (2.1) with f(x) = 0, fulfill so-called maximum principles. This section
shows, that the finite difference approximation of an operator, where the five
point stencil of the Laplacian is a special case, satisfies a discrete analog of
one of the maximum principles. O

Theorem 2.13. Maximum principles for harmonic functions. Let {2 C
R? be a bounded domain and v € C%(£2)NC(£2) be harmonic in 12, i.e., u(x)
solves the Laplace equation —Au =0 in (2.

e Weak maximum principle. It holds

maxu(xr) = max u(x).
iy (@) = e

That means, u(x) takes its mazimal value at the boundary.

e Strong maximum principle. If 2 is connected and if the mazximum is taken
in {2 (note that (2 is open), i.e., u(xg) = max g u(x) for a point o € 12,
then u(x) is constant

u(z) = maxu(z) = u(zg) V€ 0.
xes?

P?"OOf. See the literature, e.g., (Evans, 2010, p. 27, Theorem 4) or the course on the theory
of partial differential equations. |

Remark 2.14. Interpretation of the mazimum principle.

e The Laplace equation models the temperature distribution of a heated
body without heat sources in {2. Then, the weak maximum principle just
states that the temperature in the interior of the body cannot be higher
than the highest temperature at the boundary.

e There are maximum principles also for more complicated operators than
the Laplacian, e.g., see Evans (2010).

e Since the solution of the partial differential equation will be only approxi-
mated by a discretization like a finite difference method, one has to expect
that basic physical properties are satisfied by the numerical solution also
only approximately. However, in applications, it is often very important
that such properties are satisfied exactly.

O

Remark 2.15. The difference equation. In this section, a difference equation
of the form

a@)u(@) = Y b(a, y)u(y) + F(x), © €w, U, (2.7)
yeS(x)
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I/\
/
S

N

Fig. 2.5 Grid that is not allowed in Section 2.3.

will be considered. In (2.7), for each node x, the set S(x) is the set of all
nodes on which the sum has to be performed, but @ ¢ S(z). That means,
a(x) describes the contribution of the finite difference scheme of a node  to
itself and b(x, y) describes the contributions from the neighbors.

It will be assumed that the grid wy of inner nodes is connected, i.e., for
all ,, . € wy, exist ©1,..., Ty, € wy, with @1 € S(x,), T2 € S(x1),..., 2 €
S(x). E.g., the situation depicted in Figure 2.5 is not allowed.

It will be assumed that the coefficients a(x) and b(x,y) satisfy the follow-
ing conditions:

a(x) >0, b(x,y) >0, V& cw,Vye S(x),

a(x) =1, b(x,y) =0V x € v, (Dirichlet boundary condition).
The values of the Dirichlet boundary condition are incorporated in (2.7) in
the function F'(x). O

Ezxample 2.16. Five point stencil for approximating the Laplacian. Inserting
the approximation of the Laplacian with the five point stencil (2.4) for =
(z,y) € wy, in scheme (2.7) gives

2(h +h32)

1 1
x Yy

h h2

1 1
Hozul,y+ hy) + prul@y = hy) | + ¢(z,y).
Yy Yy

It follows that
2(h% + h2)
9@ = g
'y
b(x,y) € {h;? h,?},

S(w) = {(z - hﬂmy)? (x + hzvy)7 (Ivy - hy)7 (I‘,y + hy)}

For inner nodes that are close to the boundary, only the one-dimensional
case (2.5) will be considered for simplicity. Let « + h} € 5, then it follows
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by inserting (2.5) in (2.7)

= + ) = = - -
I < >u<x v) hahs aht

hi " he
on v, —F(z)

+o(z),  (2.8)

such that a(x) = - (# + }L) b(z,y) = =, and S(z) = {(z - bz, v)}.
: : -

Remark 2.17. Reformulation of the difference scheme. Scheme (2.7) can be
reformulated in the form

d@)u(z) = Y blz,y)(uly) —u(x)) + F(z) (2.9)

yeS(x)

with d(z) = a(®) = 3_,c5(a) (@, Y). O

Ezxample 2.18. Five point stencil for approximating the Laplacian. Using the
five point stencil for approximating the Laplacian, form (2.9) of the scheme
is obtained with 2k + h2) ) )

dlx)=—=- Y - = - — =90 2.10
@ =g R (2.10)
for x € wy.

The coefficients a(x) and b(x,y) are the weights of the finite difference
stencil for approximating the Laplacian. A minimal condition for consistency
is that this approximation vanishes for constant functions since the deriva-
tives of constant functions vanish. It follows that also for the nodes = € wy,
it is a(x) = ZyES(w) b(x,y), compare (2.8). However, as it could be seen in
Example 2.16, in this case the contributions from the neighbors on ~; are
included in the scheme (2.7) in F(x). Hence, one obtains for nodes that are
close to the boundary

d@)= > bxy) - > b@y= > b=y (211

yeS(x) yeS(x),y&vn yeS(x),yEvn

=a(x)

In the one-dimensional case, one has, by the definition of h, and with hy =
he > h,

d( ) 1 ( 1 n 1 > 1 1 2
Tr) = — —_ _— — = = — =
he \hi = hg hehz  hohd  hohd + hihid

2 1
> =
= hghy +hehe  hihy

> 0.
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Lemma 2.19. Discrete maximum principle (DMP) for inner nodes.
Let u(x) # const on wy, and d(x) > 0 for all © € wy,. Then, it follows from

Lyu(z) := d(x)u(x) — Z b(x,y) (u(y) — u(x)) <0 (2.12)
yeS(x)

(or Lyu(x) > 0, respectively) on wy, that u(x) does not possess a positive
mazimum (or negative minimum, respectively) on wy,.
PTOOf. The proof is performed by contradiction. Let Lpu(x) < 0 for all € € wy and

assume that u(x) has a positive maximum on wy, at &, i.e., u(T) = maxzgew, u(x) > 0.
For the node @, it holds that

Luu(@) = d@)u@) — Y b@y) (uy)-u@) >d@u@) >0  (213)
7 ves(@) —
>0 >0 >0 <0 by definition of @

Hence, it follows that Lpu(Z) = 0 and, in particular, that all terms of Lju(®) have to
vanish. For the first term, it follows that d(Z) = 0. For the terms in the sum to vanish, it
must hold

u(y) =u(®) VyeS. (2.14)
From the assumption u(x) # const, it follows that there exists a node & € wy with
u(®) > u(&). Because the grid is connected, there is a path &, ®1,...,®m,& such that,

using (2.14) for all nodes of this path,

z € S(xT), u(xr)=u(®),
xo € S(x1), u(es) = u(er) = u(x®),

& € S(xm), ul@m) =u(@m-1) = ... =u(@) > u(®).
The last inequality is a contradiction to (2.14) for @m,. n

Corollary 2.20. DMP for boundary value problem. Let u(x) > 0 for
x € v, and Lpu(x) < 0 (or Lyu(x) > 0, respectively) on wy. Then, the
grid function u(x) is non-positive (or non-negative, respectively) for all x €
wp U .

Proof. Let Lpu(z) <0 on wy U-y,. Assume that there is a node & € wj, with u(Z) > 0.
Then, the grid function has either a positive maximum on wy, which is a contradiction to
the DMP for the inner nodes, Lemma 2.19, or u() has to be constant, i.e., u(z) = u(x) > 0
for all & € wp,. For the second case, consider a boundary-connected inner node ® € wy .
Using the same calculations as in (2.13) and taking into account that the values of u at
the boundary are non-positive, one obtains

Lpu(z) = d(x) u(x) — Z b(z,y) (u(y) — u(zx))
\E,OJ >0 yeS(x),y€Vh A T

- > b,y) (u(y) — u(x)) >0,

yes@)yemn  J 20
which is a contradiction to the assumption on Lj,. |
Corollary 2.21. Unique solution of the discrete Laplace equation
with homogeneous Dirichlet boundary conditions. The discrete Laplace
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equation Lpu(x) = 0 for & € wy, Uy, possesses only the trivial solution
u(x) = 0.
PTOOf. The statement of the corollary follows by applying Corollary 2.20 and its analog

for the non-positivity of the grid function if u(x) < 0 for € ~;, and Lpu(z) < 0 on wy,.
]

Corollary 2.22. Comparison lemma. Let

Lyu(z) = f(x) for © € wp;
Lyu(x) = f(x) for ¢ € wy;

u g(x) for x € vp,

u(x) =g(x) for © € v,

with |f(x)| < f(x) and |g(x)| < G(x). Then, it is |u(x)| < u(x) for all
x € wp Uyn. The function w(x) is called magjorizing function.

Proof. Exercise. [ ]

Remark 2.23. Remainder of this section. The remaining corollaries presented
in this section will be applied in the stability proof in Section 2.4. In this
proof, the homogeneous problem (right-hand side vanishes) and the problem
with homogeneous Dirichlet boundary conditions will be analyzed separately.

O

Corollary 2.24. Homogeneous problem. For the solution of the problem

Lyu(x) =
u(x)

0, T € wh,
g(x), © € v,

with d(x) = 0 for all © € wy, it holds that

el i) < N9l s -
Proof. Consider the problem

Lpu(xz) = 0, x € wp,
(@) = 9(@) = const = gl () > @ € -

It will be shown that %() = [|g||;c0 (,, ) = const by inserting this function in the problem.!
For inner nodes that are not close to the boundary, it holds that

Lyu(z) = d(x) a@) - 3 b@y) (@) -a@) =0.
~—~ —_——
=0, (2.10) yes(@) -0
With the same arguments as in Example 2.18, one can derive the representation (2.11) for
inner nodes that are close to the boundary. Inserting (2.11) in (2.12) and using in addition
u(x) = u(y) yields

1 The corresponding continuous problem is —Au = 0 in £2, u = const = llgll;o0 (,,) on O2.
It is clear that u = Hngoo(%) is the solution of this problem. It is shown that the discrete
analog holds, too.
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Lyu(x)

d@)yu(z)— Y blay) (@y) —u=@) = Y by
yeS(x) T yeS(z),yEvn

> b y)uly).

yeS(x),yEvn

This expression is exactly the contribution of the nodes on ~; that is included in F(x)
in scheme (2.7), see also Example 2.16. That means, the finite difference equation is also
satisfied by the nodes that are close to the boundary.

Now, the application of Corollary 2.22 gives u(x) > |u(z)| for all & € wy U vy, such
that

lllio (o 0y y < @) = 19l -

which is the statement of the corollary. |

Corollary 2.25. Problem with homogeneous boundary condition.
For the solution of the problem

Lyu(z) = f(x), T € wp,
u(xz) =0, T € g,

with d(x) > 0 for all © € wy, it is

Hu”l‘”(u}hU'\/h) < ||D_1f||lDo

(wn)
with D = diag(d(x)) for € wy,.
Proof. Consider the grid function

flx) = |f(®)| > f(z) V& €wy.

From the discrete maximum principle, it follows that the solution of the problem

f(@), = € wp,
0, T € Vn,

Lpu(x)
u(e)

is non-negative, i.e., it holds u(x) > 0 for @ € wy U~;. Define the node @ by the condition
UE) = llios (o, uyp) -
In 2, it is

Lyu(®) = d@)u@) - Y b@,y) (uy) -u@) = /@),
| —

yes@

<0
from what follows that
_ o 1f@) If(®)] _ F@)| _p
@S m) S Uz T A g =107 e -

Since u(x) < u(®) for all & € wy Uy, because of Corollary 2.22, the statement of the
corollary is proved. [ ]

Corollary 2.26. Problem with homogeneous boundary condition
and inhomogeneous right-hand side close to the boundary. Consider
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Lyu(z) = f(x), © € wp,
u(xz) =0, T € Yy,

with f(x) =0 for all x € wy. With respect to the finite difference scheme, it
will be assumed that d(x) = 0 for all x € wy,, and d(x) > 0 for all x € wj.
Then, the following estimate is valid

||qu°Q(UJhU’Yh) < HD+le°°(wh)

with DT = diag(0,d(x)™"). The zero entries appear for * € w; and the
entries d(x)~1 for x € w}.

Proof. Let f(x) = |f(x)|, € € wp, and G(x) = 0,2 € ~j,. The solution @(x) is non-
negative, w(x) > 0 for all & € wy Uy, see the DMP for the boundary value problem,
Corollary 2.25. Define @ by

U@) = oo ) -

One can choose T € wj, because if € wy, then it holds that

d@)u@) - > b@,y) (a(y) — (@) = F(=@) =0,

=0 ves@ o

<0
i.e., u(x) = u(y) for all y € S(x). Let & € wj and @, 1, ..., Tm, 2 be a connection with
x; ¢ wy,i=1,...,m. For &, it holds analogously that

wW@m) = [Ullio0 (wp,Uyp) = Y) ¥V Y € S(@m).

Hence, it follow in particular that %(2) = [|ull;c0 (q,, U+, ) Such that one can choose & = &.
It follows that

@) a@) - Y b(@y) (ay) - a@) = f(@).
IR e yES(&) —
>0 =Nl00 (w), Uy >0 <0

Since all terms in the sum over y € wj, are non-negative, it follows, using also Corollary 2.22,

that _
@) o £®)
d(z) T wew; d(x)

~l|

)< D7 Flloe ey

l[ullioe () < M lioe Uy,

2.4 Stability and Convergence of the Finite Difference
Approximation of the Poisson Problem with
Dirichlet Boundary Conditions

Remark 2.27. Decomposition of the solution. A short form to write (2.6) is
Lyu(z) = f(z), € wh, uw(@) = g(2), © € Y-

The solution of (2.6) can be decomposed into
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u(@) = ui () + uz(z),
with

Lyui(x) = f(x), © € wp, wui(x) =0, x € v, (homogeneous boundary cond.),

Lyus(xz) =0, ¢ € wp, u2(x) = g(x), = € v, (homogeneous right-hand side).

]

Stability with Respect to the Boundary Condition

Remark 2.28. Stability with respect to the boundary condition. From Corol-
lary 2.24, it follows that

w2l @y < N9l () - (2.15)

O

Stability with Respect to the Right-Hand Side

Remark 2.29. Decomposition of the right-hand side. The right-hand side will
be decomposed into
f(x) = f(z) + [ ()
with
° x), LW, . 0
P = {1 T @ - @) - )

T € wyp,

Since the considered finite difference scheme is linear, also the function u; ()
can be decomposed into

ui(x) = ui(@) + uj(z)

with

O

Remark 2.30. Estimate for the inner nodes. Let B((0,0), R) be a circle with
center (0,0) and radius R, which is chosen such that R > |||, for all x € £2.
Consider the function

u(x) = o (R* —2® —y?) with a > 0,
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that takes only non-negative values for (z,y) € 2. Applying the definition of
the five point stencil, it follows that

Au(z) = —aA(z® +y* — R?)
_a <(z the)® = 20% 4 (2 = he)® (Y hy)? = 297+ (y = hy)Z)

h2 h2
= —da =: —f(x), © € wy,
and
2 2 2 (0 H—)2
Nu(z) = —a {,i ((I—'— hm_?_ r_z (x_ he) )
LA (R g = hy)
hy hy hy
hi+hy hf+h, -
:—a<zj— 4 Y y)::—f(a:),a:ew;;.
hia Iy

Hence, u(x) is the solution of the problem

Lyu(z) = f(=x), T € wyp,
u(x) = a (R*—2? —y?) >0, €.

It is w(x) > 0 for all @ € ;. Choosing a = % £, (> Ome obtains
F(@) =40 =[£Il (@) > |/ @)], @ € wy,
fl@) > 0=|f(z), =€ w;.

Now, Corollary 2.22 (Comparison Lemma) can be applied, which leads to

o I R2 °
S llioe ) < Ml ) < @R = = (1 i ) - (2.16)

One gets the last lower or equal estimate because (0,0) does not need to
belong to {2 or wy,. |

Remark 2.31. Estimate for the nodes that are close to the boundary. Corol-
lary 2.26 can be applied to estimate uj(x). For & € wy, it is d(xz) = 0, see
Example 2.18. For « € wj;, one has

dw)=al@)~ Y by

yeS(x),y&vn

with h = max{hg, hy}, since all terms in the sum are of the form
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1 1 1 1

hehd” hohz ' hyhy’ hyhy

see Example 2.18. One obtains

il oy S MNP ey < B 1 e ) - (2.17)

(wn) —
Od

Lemma 2.32. Stability estimate The solution of the discrete Dirichlet
problem (2.6) satisfies

R2
HquW(th'yh) < HgHPC('yh) + u ||¢||zoo(wg) + 12 ||¢Hzoo(w;;) (2.18)

with R > ||z||, for all ® € 2 and h = max{h,,hy}, i.e., the solution u(x)
can be bounded in the norm H'“l""(whuwh) by the data of the problem.

Proof. The statement of the lemma is obtained by combining the estimates (2.15), (2.16),
and (2.17). ]

Convergence

Theorem 2.33. Convergence. Let u(x) be the solution of the Poisson
equation (2.1) and up(x) be the finite difference approzimation given by the
solution of (2.6). Then, it is

= w0 iy < CP?

with h = max{hg, hy}.
Proof. The error in the node (z;,y;) is defined by e;; = u(2i,y;) — un(zs,y;). With
—Au(zi, ;) = —Au(zi,y;) + O (R?) = f(zi, ;) + O (h?),

one obtains by subtracting the finite difference equation, the following problem for the
error
—Ae(z) = ¢Y(x), ¢ € wy, Y(x) =0 (hz) R
—A*e(z) = Y(x), © € wy, P(x) = O(1),
e(x) =0, x €y,
where 9 (x) is the consistency error, see Section 2.2. Applying the stability estimate (2.18)
to this problem, one obtains immediately

R2
llellioe (wpumn) < 5 1 llioe wg) + 2 [ lljoe (uz) = © (h?) -
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ny

1

0 1 Ny

Fig. 2.6 Grid for the Dirichlet problem in the rectangular domain.

2.5 An Efficient Solver for the Dirichlet Problem in the
Rectangle

Remark 2.84. Contents of this section. This section considers the Poisson
equation (2.1) in the special case 2 = (0,l;) x (0,1,). In this case, a mod-
ification of the difference stencil in a neighborhood of the boundary of the
domain is not needed. The convergence of the finite difference approxima-
tion was already established in Theorem 2.33. Applying this approximation
results in a large linear system of equations Aw = f which has to be solved.
This section discusses some properties of the matrix A and it presents an
approach for solving this system in the case of a rectangular domain in an
almost optimal way.

A number of result obtained here will be need also in Section 2.6. O

Remark 2.35. The considered problem and its approximation. The considered
continuous problem consists in solving

—Au= fin 2=(0,1;) x (0,1),
u = g on 052,

and the corresponding discrete problem in solving

—Au(x) = é(x), € wp,
u(z) = g(x), © € Y,

where the discrete Laplacian is of the form (for simplicity of notation, the
subscript A is omitted)

A = Yit1g T 2u + ui—1j 4 Wil — 2w + uij—1

02 02

=: Ayu + Ayu, (2.19)
with hy =1y /ng, hy =1y /ny, 1 =0,...,n,,5 =0,...,ny, see Figure 2.6. O

Remark 2.36. The linear system of equations. The difference scheme (2.19) is
equivalent to a linear system of equations Au = f.

For assembling the matrix and the right-hand side of the system, usually
a lexicographical enumeration of the nodes of the grid is used. The nodes are
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called enumerated lexicographically if the node (i1, 71) has a smaller number
than the node (ig, jo), if for the corresponding coordinates, it is

Y1 <y2 or (y1 = y2) A(z1 < 72).

Using this lexicographical enumeration of the nodes, one obtains for the inner
nodes a system of the form

A = BlockTriDiag(C, B, C) € R~ D(my=1)x(na=1)(n, 1),

e 1 2 2 1 e 1) (mg—1
B = TriDiag (_h727h72+§’_h72) e RS )% ( )7
T T y T

1,

1
C = Diag <—ﬁ> € R(r=—Dx(na=1)

Y
¢($)7 L T < W?L,
+
o(x) + w7 x € w}, close to lower
x
. or upper boundary,
= =+ h,
I= é(x) + w7 x € wy,, close to left
h2
or right boundary,
+h +h
o(x) + g 2 oY) + g(z,y}alzg y), x € wj, corner of inner nodes.
x y

In this approach, the known Dirichlet boundary values are already substituted
into the system and they appear in the right-hand side vector. The matrices
B and C possess some modifications for nodes that have a neighbor on the
boundary.
The linear system of equations has the following properties:
e high dimension: N = (n, — 1)(n, — 1) ~ 10%---107,
e sparse: per row and column of the matrix there are only 3, 4, or 5 non-zero
entries,
e symmetric: hence, all eigenvalues are real,
e positive definite: all eigenvalues are positive. It holds that

1 1
)\min = )\(1,1) ~ 7T2 (ﬁ + ﬁ) = O(l) )
z Y
1 1
)\Ina.x = )\(nmfl,nyfl) ~ 7T2 <h72 + ﬁ) =0 (h’72) ) (220)
z Yy

with h = max{h,, hy}, see Remark 2.37 below.
e high condition number: For the spectral condition number of a symmetric
and positive definite matrix, it is
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Since the dimension of the matrix is large and the matrix is sparse, iterative
solvers are an appropriate approach for solving the linear system of equations.
The main costs for iterative solvers are the matrix-vector multiplications
(often one per iteration). The cost of one matrix-vector multiplication is for
sparse matrices proportional to the number of unknowns. Hence, an optimal
solver with respect to the number of floating point operations is given if the
number of operations for solving the linear system of equations is proportional
to the number of unknowns. It is known that the number of iterations of many
iterative solvers depends on the condition number of the matrix:

o (damped) Jacobi method, SOR, SSOR. The number of iteration is propor-
tional to k2(A). That means, if the grid is refined once, h — h/2, then the
number of unknowns is increased by around the factor 4 in two dimen-
sions and also the number of iterations increases by a factor of around 4.
Altogether, for one refinement step, the total costs increase by a factor of
around 16.

(preconditioned) conjugate gradient (PCG) method. The number of iter-
ations is proportional to y/k2(A), see the corresponding theorem from
the class Numerical Mathematics II. Hence, the total costs increase by a
factor of around 8 if the grid is refined once.

multigrid methods. For multigrid methods, the number of iterations on
each grid is bounded by a constant that is independent of the grid. Hence,
the total costs are proportional to the number of unknowns and these
methods are optimal. However, the implementation of multigrid methods
is involved.

O

Remark 2.87. An eigenvalue problem. The derivation of an alternative direct
solver is based on the eigenvalues and eigenvectors of the discrete Laplacian.
It is possible to computed these quantities only in special situations, e.g., if
the Poisson problem with Dirichlet boundary conditions is considered, the
domain is rectangular, and the Laplacian is approximated with the five point
stencil.

Consider the following eigenvalue problem

—Av(x) = M(x), ¢ € wy,
v(x) =0, T € V.

Denote the node & = (z;,y;) by «;; and grid functions in a similar way. The
solution of this problem is sought in product form (separation of variables)

o) — U(k’”)’zvj(-ky)’ya k= (kkay)T'

ij i
It is

Mo = (vaqf’“”)’m) o k) (Ayvj(.’“y)*y) = xfE T,

3
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where ¢ = 0,...,n,, j = 0,...,ny refers to the nodes and k; = 1,...,n, —
1, ky, = 1,...,ny — 1 refers to the eigenvalues. Note that the number of
eigenvalues is equal to the number of inner nodes, i.e., it is (ny — 1)(ny, —1).
In this ansatz, also a splitting of the eigenvalues in a contribution from the
x coordinate and a contribution from the y coordinate is included. From the
boundary condition, it follows that

vékz),m _ ,USLkL)z _ v(()ky):y _ ngy).,y -0

Dividing by v,
can be split

(ke),@ jky)’y and rearranging terms, the eigenvalue problem

D (ky),

Agof* N O L LW
(ko) ks SOk
i J

with A = A, (=) + /\(y) Both sides of this equation have to be constant since
one of them depends only on i, i.e., on x, and the other one only on j, i.e.,
on y. The splitting of A can be Choscn such that the constant is zero. Thcn,
one gets

AT NP EDT =0, At AW < g,

The solution of these eigenvalue problems is known (exercise)

@ 2 (ki = _ 4 e
vz(kx)v — fsln (#)7 A](gz) ﬁbln (znﬂ->7

CR . zsin kymj , )\i(gy)*ibln hy .
J ly Ny v hZ 2ny

It follows that the solution of the full eigenvalue problem is

RONS 2 . k‘zﬂ'i) . (ky7r3>
———sin sin , 2.21
o= (% - (2.21)
4 5 (kg 4 5 (kym
A = 72 sin (27%) + 7,2 Sin (2ny ,
with 7 =0,...,n.,5=0,...,nyand k, =1,...,n, — Lk, =1,...,ny — L.
Using a Taylor series expansion, one obtains now the asymptotic behavior of
the eigenvalues as given in (2.20). Note that because of the splitting of the

eigenvalues into the directional contributions, the number of individual terms
for computing the eigenvalues is only proportional to (n, + ny). |

Remark 2.38. On the eigenvectors, weighted Euclidean inner product. Since
the matrix corresponding to A is symmetric, the eigenvectors are orthogonal
with respect to the Euclidean vector product. They become orthonormal with
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respect to the weighted Euclidean vector product

(u,v) = hyhy Z u(x)v(z) = hyhy Z Z'Uw[j?}ij, (2.22)
xEWRUp =0 j=0
with ] ;
hz == 7hy = i:
T Ny

i.e., then it is

(o), 00™) = b 1.

This property can be checked by using the relation
- s n
E sin? <—> =—, n>1
‘ n 2
i=0
The norm induced by the weighted Euclidean vector product is given by

1/2
ne My /

[oll, = (0, 0)? = | hahy YD 0f | (2.23)

i=0 j=0

The weights are such that this norm can be bounded for constants indepen-
dently of the mesh, i.e.,

ot 1n, +1\Y
1, = (hahy (s + 1) (ny +1))/? = (”uu) <2 (I,1,)".

Ny Ny
(2.24)
O

Remark 2.39. Solver based on the eigenvalues and eigenvectors. One uses the

ansatz
o) = fro®(x) (2.25)

k

with the Fourier coefficients
2 Ng Ny k‘ .
fk!_<fv (k) %ZZ.}Z]SIH( )sin <y7ﬂ—.])’ k:(kz7ky)7
n
Y i=0 j=0 v

with f;; = f(;;). The solution u(x) of (2.19) is sought as a linear combina-
tion of the eigenfunctions

x) = Zukv(k) T
k
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with unknown coefficients ug. With this ansatz, one obtains for the finite
difference operator

Au = Zuk/lv(k) = Zuk)\kv(k)
K k

Since the eigenfunctions form a basis of the space of the grid functions, a
comparison of the coefficients with the right-hand side (2.25) gives

i

—UAE = [ = up= W

or, for each component, using (2.21),

f 2hyhy e an (F
zszf-ﬁfzz o(*

m’) . (k‘y’ﬂ'j)
sin | 4 |,
Ny

1=0,...,n,5=0,...,ny.

It is possible to implement this approach with the Fast Fourier Transform
(FFT) with

O (ngny logy ng + ngnylogyny) = O (Nlogy N), N = (ng — 1)(ny, — 1),

operations. Hence, this method is almost, up to a logarithmic factor, optimal.
O

2.6 A Higher Order Discretizations

Remark 2.40. Contents. The five point stencil is a second order discretization
of the Laplacian. In this section, a discretization of higher order will be stud-
ied. In these studies, only the case of a rectangular domain 2 = (0,1;) x (0,1,)
and Dirichlet boundary conditions will be considered. O

Remark 2.41. Deriwation of a fourth order approzimation. Let u(x) be the
solution of the Poisson equation (2.1) and assume that u(x) is sufficiently
smooth. It is

8%u

Lu(x) = Au(z) = Lyu(z) + Lyu(x), Lou:= PR

Let the five point stencil be represented by the following operator
Au = Ayu+ Ayu.

Applying a Taylor series expansion, one finds that
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-2
1 1
2 ! 2
- @) |
1 5 1
Fig. 2.7 The nine point stencil.
du— Au— a2 +h—§L2 +0 (h") (2.26)
U u=olout o Lyu . .

From the equation —Lu = f, it follows with differentiation that
Liu=—Lof — LyLyu, Llu=—L,f— LyLyu.
Inserting these expressions in (2.26) gives

h2 h2 hZ +h
Au— Du= =2 Lof = 2Ly f = =5 LaLyu+ O (h?). (2.27)

The operator L, L, = mg"'izyz, can be approximated as follows
LoLyu ~ Ay Ayt = Uzgayy.

The difference operator in this approximation requires nine points, see Fig-
ure 2.7,

A Ayu = (ui+1,j+1 = 2ui g1 + i1 g1 — 2uigy + dugg

1

25,2
hzhZ
—2ui 15 + Uir1,5-1 — 2Uj -1 + ui—l,j—1)~

Therefore it is called nine point stencil.
One checks, as usual by using a Taylor series expansion, that this approx-
imation is of second order

LyLyu — AgAyu =0 (h?).

Inserting this expansion in (2.27) and using the partial differential equation
shows that the difference equation

h2 +h h2 h2
- (A + TAsz u=|f+ Esz + ELyf
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is a fourth order approximation of the differential equation (2.1). In addition,
one can replace the derivatives of f(x) also by finite differences

Lof = Auf + O (h2), Lyf=Ayf+0(h3).

Finally, one obtains a finite difference equation —A’'u = ¢ with

2 2 2 2
>t

b h2

AN=A,+4A,+—
+ Ay + 9

O

Remark 2.42. On the convergence of the fourth order approximation. The fi-
nite difference problem with the higher order approximation property can be
written with the help of the second order differences. Since the convergence
proof is based on the five point stencil, the following lemma considers this
stencil. It will be proved that one can estimate the values of the grid function
by the second order differences. This result will be used in the convergence
proof for the fourth order approximation. O

Lemma 2.43. Stability estimate. Let
Wh = {(’th-,jhy) D= 11"'7”3? - 17] = 11"'7”1} - 1}7

and let y be a grid function on wp, U~y with y(x) =0 for © € v,. Then, the
following estimate holds

19l oy < M A1l

2.2 . . .
maxtly 1) , A is the matriz obtained

2y/luly
by using the five point stencil A = A, + Ay for approxzimating the second
derivatives, and the norm on the right-hand side is defined in (2.23).

with the mesh-independent constant M =

Proof. Let {vfj}, k = (kz, ky), be the orthonormal basis with

2 kymi kymj
vfj = sin (I—m> sin <y—m> s
lzly Ny Ny

which was derived in Remark 2.37. Then, there is a unique representation of the grid
function y = Y, ykv® and it holds with (2.22)

Ay = wedev®,  [Ayll} =D uRAR (2.28)
k k

It follows for @ € wy,, because of |sin(z)| < 1 for all z € R, that

> vk (@)
*

Using this estimate, applying the Cauchy—Schwarz inequality for sums, and utilizing (2.28)
gives

ly()| =

2
k
< ?m @) < e Pl
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10
0.9)
0.8
0.7
0.6

Fig. 2.8 The function sin(¢)/¢.

2 2
5 4 4 1
y(@)|” < Y. =0 kY|
ly()| zk] W) = zkj\ | -

lzly
4 1 4 1
ST NREDY m = IR DY o (2.:29)
zly T k. Tk zty k. 'k

4 ks 4 k
A= —osin? (28 ) 4 Ssin? (220}, kpe=1,...ne—1, ky=1,...,ny — 1.
2ny ’

Setting | = max{lz,ly} and ha = lo/Na, pa = kam o (0,7/2), a € {z,y}, leads to

2nq

K272 [sing, \? k272 [sing, \? K2 k2 4,
= (00" B () (8 Y

12 bx 2 by 2

In performing this estimate, it was used that the function sin(¢)/¢ is monotonically de-
creasing on (0, 7/2), see Figure 2.8, and that

sing _ sin(7/2) 2
IR = e n/)

The estimate will be continued by constructing a function that majorizes (k?s + ki) -2
and that can be easily integrated. Let G = {(z,9) : = > 0,y > 0,22 + y? > 1} be the
first quadrant of the complex plane without the part that belongs to the unit circle, see
Figure 2.9. The function (kg + kg)_Q has its smallest value in the square [ky — 1, kz] X
[ky — 1, ky] in the point (kz, ky). Using the lower estimate of A, one obtains
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/ (ks ky)

1 (ky —1,k, — 1)

Fig. 2.9 Illustration to the proof of Lemma 2.43.

1 < IS 5 o\ —2
T > (k2+k3)
kk#(1,1) Tk k,k#(1,1)
l4 ky
= - Z (k2 +k2)” / / dxdy
16 —1Jky—1
kk#£(1,1) - v
smallest value in square_\/—/
l4 kg
= — / / (K2 +2) 72 dady
16 ky
k k;é(l 1)
74 ko Ky
< — / / x + vy ) 2 dxdy
16 ky
k k;&(l 1)

4
2 2\ —2
< 16/G(z +y) dxdy

polar:coord. ﬁ /OO /”/2 % dodp = ﬁﬁ ,ﬁ
16 J; 0 P 16 2 2

p=00 B 4
p=1 64
For performing this computation, one has to exclude p — 0.

For A(y 1), it is

A = — sin? il + 4 sin? T 1 sin? ha + 4 sin? hym
D7 p2 2n, ) ' k2 2n, ) k2 2, ) h2 20,

2 2
- 2l sin? ham + 1 2Ly sin2 hym
12 \ hem 21, 2 hyﬂ' 21y
w2 8 2 8 16
> 2 40 2 > 2.30
_l§7r2+127r2_12 (2:30)

o~

For this estimate, the following relations and the monotonicity of sin(z)/z, see Figure 2.8,
were used

la 7 Sin do 2> sin(r/4)\> 8
27 2Aq — 4 ba =\ n/4 o2

Collecting all estimates gives

ha <
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1 4 it 4
— <<
Z (11) Z A2 *256+64 ~ 16
k ko k£(1,1)

Inserting this estimate in (2.29), the final bound has the form

l2
Ayl 5 == M [l Ayl -

2
HyHlm(th%) <
Vily

Theorem 2.44. Convergence of the higher order finite difference
scheme. Let 2 = (0,1;) x (0,1,). The finite difference scheme

—Nu(x) = ¢p(x), T € wy,
u(x) = g(x), T € 7,
with
hZ + h? 2 h2
A=At Ayt =5 ey, $= f+h””/1f+ Tl

converges of fourth order.

Proof. Analogously as in the proof of Theorem 2.33, one finds that the following equation
holds for the error e = u(x;,y;) — ui;:

—Ne(@) = ¥(@), ¥ = O (h') @ € wn,
e(x) =0, T €Y.

Let 25, be the vector space of grid functions, which are non-zero only in the interior, i.e.,
at the nodes from wy,, and which vanish on 7. Let Aqy = —Aay, y € 2, a € {x,y}. The
operators Aq : 2, — §2;, are linear and they have the following properties:

e They are symmetric and positive definite, i.e., Ao = A% > 0, where A% is the adjoint

(transposed) of Ay, and (Aqu,v) = (u, Aqv), ¥V u,v € 2.
e They are elliptic, i.e., (Aqu,u) > )\ga)(u,u), Yu € 25, with

4 h
A = = sin? <” ‘*) > %,
h2 20 ) T2
see (2.30).

o They are bounded, i.e., it holds (Aau,u) < A™_, (u,u) with

E;?fl = %snﬁ (M) < 4 = (Aqu,u) < h42 (u,u), (2.31)
and ||Aally < 4/h2, since the spectral norm of a symmetric positive definite matrix
equals the largest eigenvalue.

e They are commutative, i.e., Az Ay = AyAg.
e It holds Az Ay = (AzAy)".
The error equation on wy, is given by

Aze+ Aye — (kz + Ky)AgAye = Ale=1 with ke = -2. (2.32)
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Using the boundedness of the operators, one finds with (2.31) for all v € 2}, that

(ko Az Ayv + ky Az Ayv,v) = ((keAz) Ayv,v) + ((KyAy) Azv,v)
hg 4 By 4
12 h2 12 hf,

IN

(Ayv,v) + (Agv,v)

= %((AJc + Ay)v,v).

Now, it follows for all v € §2;, that

(A'v,v)

((Az + Ay) v,v) = (ke Az Ayv + Ky Az Ayv, v)

\Y%

2
3 ((Az + Ay)v,v) > 0.

The matrices on both sides of this inequality are symmetric and because the matrix on
the lower estimate is positive definite, also the matrix at the upper estimate is positive
definite. The matrices commute since the order of applying the finite differences in = and
y direction does not matter. Using these properties, one gets (ezercise)

2
Hg (Az +Ay)e
h

< ||, = Il (2.33)

where the last equality follows from (2.32). The application of Lemma 2.43 to the error,
(2.33), (2.32), and (2.24) yields

12 312
(A + Ay)ell, < T Pl

312
~ < || =
lellioe ) < 577 4@EH¢h4q;

312
(hahy (e + 1) (ny + 1) 8]l 50 (0, Uy

<
= 4/l

312 <nw+1ny+l

1/2
4 ) 1%lli0e (e, 0y = © (R*) -

Ny Ny
|

Remark 2.45. On the discrete maximum principle. Reformulation of the finite
difference scheme —A'u = ¢ in the form studied for the discrete maximum
principle gives for the node (3, j)

a(@yu(z) = Y bz y)uly) + ¢(@),

yeS(x)

2 2 1., L, 4 5.1 1
a(w)_lz?v+f@_12(hz+hy)h§h§_3(hi+h§>>0’
1, o0 2 1(5 1
b(m7y):h7_ﬁ(hz+hy)h2h2_6(h72_h72>7Zi17.]7

z'y T y
(left, right node)
1 1 5 .
b($7y):6 _h72+h72 , 4,7 £1, (bottom, top node)
x y

1 1
bz, y) = — (7 + 7) , i+1,5£1, (other neighbors).
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Hence, the assumptions for the discrete maximum principle, see Remark 2.15,
are satisfied only if
1 ha
—= < 2 < 5.
VE  hy
Consequently, the ratio of the grid widths has to be bounded and it has to
be of order one. In this case, one speaks of an isotropic grid. O

2.7 Summary

Remark 2.46. Summary.

e Finite difference methods are the simplest approach for discretizing partial
differential equations. The derivatives are just approximated by difference
quotients.

e They are very popular in the engineering community.

e One large drawback are the difficulties in approximating domains that
are not of tensor-product type. However, in the engineering communities,
a number of strategies have been developed to deal with this issue in
practice.

e Another drawback arises from the point of view of numerical analysis. The
numerical analysis of finite difference methods is mainly based on Taylor
series expansions. For this tool to be applicable, one has to assume a high
regularity of the solution. These assumptions are generally not realistic.

e In Numerical Mathematics, one considers often other schemes then finite
difference methods. However, there are problems, where finite difference
methods can compete with other discretizations.

O






Chapter 3
Introduction to Sobolev Spaces

Remark 3.1. Contents. Sobolev spaces are the basis of the theory of weak or
variational forms of partial differential equations. A very popular approach
for discretizing partial differential equations, the finite element method, is
based on variational forms. In this chapter, a short introduction into Sobolev
spaces will be given. Recommended literature are the books Adams (1975);
Adams & Fournier (2003), and Evans (2010). O

3.1 Elementary Inequalities

Lemma 3.2. Inequality for strictly monotonically increasing func-
tion. Let f : Ry U{0} — R be a continuous and strictly monotonically
increasing function with f(0) =0 and f(z) — oo for v — oo. Then, for all
a,be Ry U{0}, it is

< [ fe)do ") ay,

where f~1(y) is the inverse of f(x).

Proof. Since f(z) is strictly monotonically increasing, the inverse function exists.

The proof is based on a geometric argument, see Figure 3.1.

Consider the interval (0, a) on the z-axis and the interval (0, b) on the y-axis. Then, the
area of the corresponding rectangle is given by ab, f; f(x) dx is the area below the curve,
and f(f f~(y) dy is the area between the positive y-axis and the curve. From Figure 3.1,
the inequality follows immediately. The equal sign holds only iff f(a) = b. |

Remark 3.3. Young’s' inequality. Young’s inequality

1
abﬁ %a2+£b2 Va,b€R+U{0},5€R+, (31)

1 William Henry Young (1863 — 1942)

47
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YA

S
oA |

Fig. 3.1 Sketch to the proof of Lemma 3.2.

follows from Lemma 3.2 with f(z) = ez, f~!(y) = ¢~ ly. It is also possible to
derive this inequality from the binomial theorem. For proving the generalized
Young inequality

P 1
ab < %aer@bq, Va,beRyU{0}ecR,, (3.2)

with p~'+¢~' = 1,p,q € (1,00), one chooses f(z) = 2P~1, f~1(y) = y/ @~
and applies Lemma 3.2 with intervals where the upper bounds are given by
ea and e~ 1b. O

Remark 3.4. Cauchy—-Schwarz inequality.
e The Cauchy?-Schwarz® inequality (for vectors, for sums)

|z 9)| < llzll, ||y[|, ¥ z,y € R", (3.3)

where (-, -) is the Euclidean product and ||-||, the Euclidean norm, is well
known.

e One can prove this inequality with the help of Young’s inequality. First, it
is clear that the Cauchy—Schwarz inequality is correct if one of the vectors
is the zero vector. Now, let z,y with [|z||, = Hy”z = 1. One obtains with
the triangle inequality and Young’s inequality (3.1)

n
§ T;Yi
i=1

Hence, the Cauchy—Schwarz inequality is correct for z, y. Last, one consid-
ers arbitrary vectors Z # 0, § # 0. Now, one can utilize the homogeneity of
the Cauchy—Schwarz inequality. From the validity of the Cauchy—Schwarz
inequality for x and y, one obtains by a scaling argument

n

n n
1 o 1 2
SE |$i||yi\S§§ |4 +§§ lys|” = 1.
i=1

i=1 i=1

|(z.y)] =

2 Augustin Louis Cauchy (1789 — 1857)
3 Hermann Amandus Schwarz (1843 — 1921)
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(1]

y
f

Both vectors z,y have the Euclidean norm 1, hence

1

— [(Z,7)]| <1 <= z,9)| < |zl [|7]], -
Hzllz}lgHQ’(M‘ @) < Iz, ||7]l,

e The generalized Cauchy-Schwarz inequality or Holder’s? inequality

n 1/p n 1/q
|(z,y)| < (Z |$i|p> (Z |y¢|q)

with p~! +¢71 = 1,p,q € (1,00), can be proved in the same way with
the help of the generalized Young inequality.
O

Definition 3.5. Lebesgue spaces. The space of functions that are Lebesgue®
integrable on {2 to the power of p € [1,00) is denoted by

L”(Q):{f [ i@ dw<oo},

which is equipped with the norm

1/p
||f\|m<m:( /Q @) dw) .

For p = oo, this space is given by
L>=(2) ={f : |f(x)|] < oo almost everywhere in 2}

with the norm
I/l oo 2y = ess supge ol f(x)].
O

Lemma 3.6. Holder’s inequality. Let p~! + ¢ ! = 1,p,q € [1,00]. Ifu €
LP(02) and v € LI(92), then it is uv € L*(2) and it holds that

lwvll oy < Nl ooy [0l Loy - (3.4)

If p = q = 2, then this inequality is also known as Cauchy—Schwarz inequality

4 Otto Hélder (1859 — 1937)
5 Henri Lebesgue (1875 — 1941)
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HUUHLl(Q) < Hu”L2(9) HU“L?(Q) . (3.5)

Proof. i) p,q € (1,00). First, one has to show that |uv(z)| can be estimated from above by
an integrable function. Setting in the generalized Young inequality (3.2) e = 1, a = |u(x)],
and b = |v(x)| gives

1 1
[u(z)v ()| < ;IU(E)IP +s v()]? . (3.6)
Since the right-hand side of this inequality is integrable, by assumption, it follows that
wv € L'(£2). Integrating (3.6), Holder’s inequality is proved for the case HuHLp(Q) =
HU”Lq(Q) =1

/;Z\u(m)v(m)\ de < %/;M(m)\p dm+$/;2\v(m)\q de = 1.

The general inequality follows, for the case that both functions do not vanish almost
everywhere, with the same homogeneity argument as used for proving the Cauchy—Schwarz
inequality of sums. In the case that one of the functions vanishes almost everywhere, (3.4)
is trivially satisfied.

%) p=1,4qg=o0.Itis

/!2 [u(z)v(z)| de < /Q [u(@)] ess supgeolv(@)| do = [lull 1 (o) V]l Loo () -

3.2 Weak Derivative and Distributions

Remark 3.7. Contents. This section introduces a generalization of the deriva-
tive which is needed for the definition of weak or variational problems. For an
introduction to the topic of this section, e.g., see Haroske & Triebel (2008)
Let £2 € R? be a domain with boundary I' = 902, d € N, 2 # (. A domain
is always an open set. O

Definition 3.8. The space C§°({2). The space of infinitely often differen-
tiable real functions with compact (closed and bounded) support in §2 is
denoted by C§°(£2)

Coo(2) = {v : v e C™(2), supp(v) C 2},

where

supp(v) = {z € 2 : v(x) # 0}.

In particular, functions from C§°(£2) vanish in a neighborhood of the bound-
ary. O

Definition 3.9. Convergence in C§°(£2). The sequence {¢,(x)}5L,, ¢n €
C§°(£2) for all n, is said to convergence to the zero functions if and only if
a) 3K C 2, K compact with supp(¢,) C K for all n,
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b) D%¢,(x) — 0 for n — oo on K for all multi-indices o = (ay, ..., aq),
lal = a1 + ... + ag.
It is
lim ¢, =¢ <= lim (¢, — ¢) =0.
n—oo n—oo
O
Definition 3.10. Weak derivative. Let f, F' € L _(£2). A function u be-

loc

longs to L (£2) if for each compact subset 2’ C £2, it holds

loc

// lu(z)| de < .

If for all functions g € C§°(2), it holds that

/ F(a)g(z) de = (—1)!! / f(@)D%g(x) da.
(93 2

then F(x) is called weak derivative of f(x) with respect to the multi-index
. O

Remark 3.11. On the weak derivative.

e The notion ‘weak’ is used in mathematics if something holds for all ap-
propriate test elements (test functions).

e One uses the same notations for the derivative as in the classical case :
F(x) = D> f(x).

o If f(x) is classically differentiable on 2, then the classical derivative is
also the weak derivative.

e The assumptions on f(x) and F(x) are such that the integrals in the
definition of the weak derivative are well defined. In particular, since the
test functions vanish in a neighborhood of the boundary, the behavior of
f(x) and F(x) if  approaches the boundary is not of importance.

e The main aspect of the weak derivative is due to the fact that the
(Lebesgue) integral is not influenced from the values of the functions on a
set of (Lebesgue) measure zero. Hence, the weak derivative is defined only
up to a set of measure zero. It follows that f(x) might be not classically
differentiable on a set of measure zero, e.g., in a point, but it can still be
weakly differentiable.

e The weak derivative is uniquely determined, in the sense described above.

O

Ezample 3.12. Weak derivative. The weak derivative of the function f(z) =
|| is
—-1lx<0,
fl(x)y=4 0 z=0,
1 x>0
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In x = 0, one can use also any other real number. The proof of this statement
follows directly from the definition and it is left as an exercise. m|

Definition 3.13. Distribution. A continuous linear functional defined on
C§°(92) is called distribution. The set of all distributions is denoted by
(C(92)).

Let u € C3°(2) and 1 € (C3°(£2))’, then the following notations are used
for the application of the distribution to the function

P(u) = (P,u) €R.
]

Remark 3.14. On distributions. Distributions are a generalization of func-
tions. They assign each function from C§°({2) a real number. O

Ezample 3.15. Regular distribution. Let u € Li (£2). Then, a distribution is
defined by
[ u@t@) de = w.6) o).

Q
This distribution will be identified with u € L{ (£2).

loc
Distributions with such an integral representation are called regular, oth-

erwise they are called singular. |

Ezample 3.16. Dirac distribution. Let & € (2 be fixed, then

(0g, 9) = 9(§) V¢ 5o (R2)

defines a singular distribution, the so-called Dirac® distribution or §-distribu-
tion. It is denoted by d¢ = 0(x — &). O

Definition 3.17. Derivatives of distributions. Let ¢ € (C§°(£2))" be a dis-
tribution. The distribution 1 € (C§°(£2)) is called derivative in the sense of
distributions or distributional derivative of ¢ if

(P, u) = (—=1)!*Ng, D*u) ¥ u € CF(9),
a=(a,...,aq),a; >0,j=1,....d, |a| =1 + ...+ aq. m]

Remark 3.18. On derivatives of distributions.
e FEach distribution has derivatives in the sense of distributions of arbitrary
order.
o If the derivative in the sense of distributions D*u(z) with u € Li ()
is a regular distribution, then also the weak derivative of u(x) exists and
both derivatives are identified.

]

6 Paul Adrien Maurice Dirac (1902 — 1984)
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3.3 Lebesgue Spaces and Sobolev Spaces

Remark 3.19. On the spaces LP({2). These spaces were introduced in Defini-
tion 3.5.
e The elements of LP({2) are, strictly speaking, equivalence classes of func-
tions that are different only on a set of Lebesgue measure zero.
e The spaces LP({2) are Banach” spaces (complete normed spaces). A space
X is complete, if each so-called Cauchy sequence {u,}2, € X, i.e., for
all € > 0 there is an index ng(g) such that for all 7,5 > ng(e)

ui —ugllx <e,

converges and the limit is an element of X.
o The space L?(§2) becomes a Hilbert® spaces with the inner product

(f.9) = /Q f@g(@) dz, |fle = £V f.g € LAQ).

e The dual space of a space X is the space of all bounded linear functionals
defined on X. Let {2 be a domain with sufficiently smooth boundary I
and consider the Lebesgue space LP(£2), p € [1,00], then

] ’ . 1 1
(LP(2)) = L) with p,q € (1,00), —+ - =1,
p q
(L'(2) = L=(®),
(L2(02)) # L1 (2),

where the prime symbolizes the dual space. The spaces L' (£2), L>(2)
are not reflexive, i.e., the dual space of the dual space is not the original
space again.

O

Definition 3.20. Sobolev® spaces. Let k € NU {0} and p € [1,c0], then
the Sobolev space W*P(£2) is defined by

WEP(Q):={u e LP(2) : D* € LP(2) VY a with |a| < k}.

This space is equipped with the norm

HUHW’%P(U) = Z ||DauHLP(Q)' (3.7)
la|<k

7 Stefan Banach (1892 — 1945)
8 David Hilbert (1862 — 1943)
9 Sergei Lvovich Sobolev (1908 — 1989)
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Remark 8.21. On the spaces WFP(§2).

e Definition 3.20 has the following meaning. From u € LP(2), p € [1, 00),
it follows in particular that w € L{ _(£2), such that u defines (repre-
sents) a distribution. Then, all derivatives D%u exist in the sense of
distributions. The statement D®u € LP(f2) means that the distribution
D%u € (C5°(£2))" can be represented by a function from LP(£2).

One can add elements from W*P(£2) and one can multiply them with
real numbers. The result is again a function from W¥P(£2). With this
property, the space WP (£2) becomes a vector space (linear space). It is
straightforward to check that (3.7) is a norm. (ezercise)

It is D®u(x) = u(x) for a = (0,...,0) and WOP(02) = LP(£2).

The spaces WP (§2) are Banach spaces.

Sobolev spaces have for p € [1,00) a countable basis {¢,()}52; (Schau-

n=1
der'® basis), i.e., each element u(x) can be written in the form

00
u(w)zzun(;p7L(w)7 up €ER, n=1,2,....
n=1

Sobolev spaces are reflexive for p € (1, 00).

The subspace C*(£2) N W*P(0) is dense in WHP(£2), see (Gilbarg &
Trudinger, 1983, p. 154). Under a certain condition on the smoothness of
the boundary of a bounded domain {2, one can show that C§°(£2) is dense
in WFP($2), p € [1,00), with respect to the norm (3.7), e.g., (Adams, 1975,
Thm. 3.18). With this property, one can characterize the Sobolev spaces
WHP(£2) as completion of the functions from C§°(£2) with respect to the
norm (3.7). It follows that C*(£2) is dense in WP (£2), p € [1, o).

e The Sobolev space H*(£2) = W"?2(2) is a Hilbert space with the inner
product

(u,v) ey = Z /QD“u(a:)D"‘v(m) dz

lee| <k

and the induced norm ||ul| g0y = (u, “)2{3((2)‘

O

Definition 3.22. The space W7 (£2). The Sobolev space WP (£2) is de-
fined as the completion of C§°(£2) in the norm of W*?(£2)

WEr(2) =G (@) e,

10 Juliusz Pawel Schauder (1899 — 1943)
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3.4 The Trace of a Function from a Sobolev Space

Remark 3.23. Motivation. This class considers boundary value problems for
partial differential equations. In the theory of weak or variational solutions,
the solution of the partial differential equation is searched in an appropriate
Sobolev space. Then, for the boundary value problem, this solution has to
satisfy the boundary condition. However, since the boundary of a domain is
a manifold of dimension (d — 1), and consequently it has Lebesgue measure
zero, one has to clarify how a function from a Sobolev space is defined on
this manifold. This definition will be presented in this section. O

Definition 3.24. Lipschitz boundary, Lipschitz domain, (Grisvard,
1985, Def. 1.2.1.1). Let £2 be a bounded domain in R?, then 2 is called
Lipschitz!! domain, respectively the boundary I' of 2 is called Lipschitz
boundary, if for every @ € I' there exists a neighborhood U of  in R? and
new orthogonal coordinates (yi,...,¥yq) such that

1) U is a hypercube in the new coordinates

U={(y1,--->vya) : —a; <yi<aj i=1,...,d}.
2) There exists a Lipschitz continuous function ¢, defined in
U'={(y1, s Ya) : —a; <yi<ap, i=1,...,d—1},

such that

Q.
|¢(y/)| < 7” for every y/ = (y17 cee 7?/d—1) € Uly

QNU={y=u'y) €V : yo <o)},
I'nU={y=W' )€V : yn=06y)}.

Remark 3.25. Lipschitz boundary.
e In a neighborhood of y, {2 is below the graph of ¢ und the boundary I’
is the graph of ¢.
e The domain {2 is not on both sides of the boundary at any point of I.
e The outer normal vector is defined almost everywhere at the boundary
and it is almost everywhere continuous.
O

Ezample 3.26. On Lipschitz domains.
e Domains with Lipschitz boundary are, for example, balls or polygonal
domains in two dimensions where the domain is always on one side of the
boundary.

11 Rudolf Otto Sigismund Lipschitz (1832 — 1903)
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Fig. 3.2 Polyhedral domain in three dimensions that is not Lipschitz continuous (at the
corner where the arrow points to).

e A domain that is not a Lipschitz domain is a circle with a slit

2 ={(z,y) : x2+y2<1}\{(x,y) : x>0,y =0}.

At the slit, the domain is on both sides of the boundary.

e In three dimension, a polyhedral domain is not not necessarily a Lipschitz
domain. For instance, if the domain is build of two bricks that are lay-
ing on each other like in Figure 3.2, then the boundary is not Lipschitz
continuous where the edge of one brick meets the edge of the other brick.

Od

Theorem 3.27. Trace theorem. Let 2 C R%, d > 2, with a Lipschitz
boundary. Then, there is exactly one linear and continuous operator -y :
WhP(0Q) — LP(I), p € [1,00), that gives for functions u € C(£2) N WP ()
the classical boundary values

yu(z) =u(x), z €T, Yuec CR)NWP(0),

i-e., yu(@) = u(@)|eer-

Proof. The proof can be found in the literature, e.g., in Adams (1975); Adams & Fournier
(2003). ]

Remark 3.28. On the trace.

e The operator v is called trace or trace operator.

e By definition of the trace, one gets for u € C(£2) the classical boundary
values. By the density of C=(2) C C(£2) in W1P(0) for domains with
smooth boundary that for all u € WP (§2) there is a sequence {u, }5°; €
C>=($2) with u, — u in W1P(£2). Then, the trace of u is defined to be
Tu = 1im7L~>oo(’yun)~

e Since a linear and continuous operator is bounded, there is a constant
C > 0 with

”’YUHLP([‘) <C Hu”lep(Q) Yue WLP(Q)
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or
H’YHL)(WLP(Q)’LP([‘)) <C.

o It is

yu(x) =0 YueW,P(2),
AD%u(x) =0 YueWir(2),|al <k-1. (3.8)

3.5 Sobolev Spaces with Non-Integer and Negative
Exponents

Remark 3.29. Motivation. Sobolev spaces with non-integer and negative ex-
ponents are important in the theory of variational formulations of partial
differential equations.

Let 2 C R? be a domain and p € (1,00) with p~! +¢~! = 1. m]

Definition 3.30. The space W ~%9(§2). The space W~"4(02), k € NU {0},
contains distributions that are defined on W*P(£2)

Wka(0) = {w € (G5 ()"« llellw-rage) < OO}

with

_ ‘ {p,u)
HL)OHW*IWI(Q) = sup TP TR
w€CE® (2),u#0 HUHWk,p(Q)

Remark 3.31. On the spaces W~FP(0).
!/
o It is WFI(2) = [Wé’p(ﬂ)} , i.e., WR4(£2) can be identified with the
dual space of W(;Cp(ﬂ) In particular, it is H=1(2) = (H&(Q))/
oltis
L CWER() CcWEP(2) C LP(2) c W h(2) c W24(2) ...
O

Definition 3.32. Sobolev—Slobodeckij space. Let s € R, then the Sobo-
lev—Slobodeckij'? or Sobolev space H*(§2) is defined as follows:
escZ. H*(N)=W*2(0).
es>0withs=Fk+o0, k€ NU{0}, 0 € (0,1). The space H*({2) contains
all functions u for which the following norm is finite:

12 L. N. Slobodeckij
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2 2 2
lullgrs oy = Nullgeca) + luliyq
with
()2 = (W) e + (U, 0)ksor Nlpyy = (U, Wkto,
and
D _ D« D& _ Do
(ihar = 3 [ [ M) = DU Dol = Do)
loe|=k V2742 lz -yl

o5 < 0. H(2) = [Hy*(2)] with Hy*(2) = Cgo(2) 77

3.6 Theorem on Equivalent Norms

Definition 3.33. Equivalent norms. Two norms |-||; and [|-||, on the lin-
ear space X are said to be equivalent if there are constants C; and Cs such
that

Cylully < llully < Callull, Vue X.

Remark 3.34. On equivalent norms.
e Many important properties, like continuity or convergence, do not change
if an equivalent norm is considered.
e In finite-dimensional spaces, all norms are equivalent.
O

Theorem 3.35. Equivalent norms in W*?(£2) (Smirnow, 1967, § 114,

Satz 3). Let 2 C R? be a bounded domain with Lipschitz boundary T', p €

[1,00], and k € N. Let {f;}._, be a system of functionals with the following

properties:

1) f; « WEP(0) — R, U{0} is a seminorm,

2) boundedness: 3C; > 0 with 0 < fi(v) < Ci [[vllyyr(gy, Vv € WhP($2),

3) fi is a norm on the polynomials of degree k — 1, i.e., if for v € Py_q =
{Z\a\gk—l Caa:"‘}, it holds that f;(v) =0, 4 =1,...,1, then it is v = 0.

Then, the norm ||| yyr.0 (o) defined in (3.7) and the norm
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1 1/1)
[ (Z 77 () + |u|€m<m) with
=1
1/p

iy = | S0 /Q D*u()? da

|lx|=k
are equivalent.

Remark 3.36. On seminorms. For a seminorm f;(+), one cannot conclude from
fi(v) = 0 that v = 0. The third assumptions however states, that this con-
clusion can be drawn for all polynomials up to a certain degree. O

Ezxample 3.37. Equivalent norms in Sobolev spaces.
e The following norms are equivalent to the standard norm (3.7) in W1 (£2):

12 1/p

a) HUHIVVLP(Q) = (’/ udx| + |U|€V1.p(n)) ;
o P 1/p

)l = (] [was| + |u|’;vl,p(m) ,
r 1/p

) Il = ([ 1o ds+lulfnne))

o In WFP(0), it is

k-1
b= (3 /|
i=0 /1

equivalent to the standard norm. Here, n denotes the outer normal on I’
with ||n|, = 1.

e In the case Wé" (£2), one does not need the regularity of the boundary.
It is

Siu P 1/p
1 ds 4 [ulf.
ont Wk.p(£2)

||u|‘;/v(;€vp(9) = ‘U|Wk,p(m )

i.e., in the spaces Wé“ P(£2) the standard seminorm is equivalent to the
standard norm.
In particular, it is for u € H}(2) (k=1,p=2)

Cr l[ull gy < IVull g2y < Collull o) -
It follows that there is a constant C' > 0 such that

lull ooy < ClIVUll g2y ¥ u € Hy(£2). (3.9)
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3.7 Some Inequalities in Sobolev Spaces

Remark 3.38. Motivation. This section presents a generalization of the last
part of Example 3.37. It will be shown that for inequalities of type (3.9), it
is not necessary that the trace vanishes on the complete boundary.

Let 2 € R? be a bounded domain with Lipschitz boundary I' and let
It C I' with measga—1 (I1) = fFl ds > 0.

One considers the space

Vo={veW"(Q) : v|p, =0} CW"P(2)if [y C T,
Vo=WyP(Q)if I =T,

with p € [1,00). O
Lemma 3.39. Friedrichs'® inequality, Poincaré!* inequality, Poinca-
ré—Friedrichs inequality. Let p € [1,00) and measga-1 (I'1) > 0. Then, it
is for all u € Vj

/ lu(z) P dmng/ [Vu(z)|s de, (3.10)
2 Q

where ||-||, is the Euclidean vector norm.

PTOOf. The inequality will be proved with the theorem on equivalent norms, Theorem 3.35.
Let fi(u) : WP (2) = R4 U {0} with

1/p
fi(u) = (/F |u(s)|P ds) .

This functional has the following properties:
1) fi(u) is a seminorm.
2) It is bounded, since

o2 50 = (o ae) " GAZSE ds>1/”

= HUHLP(I‘) = H’Y“HLp(r) <C HUHWLP(_Q)-

The last estimate follows from the continuity of the trace operator.
3) Let v € Py, i.e., v is a constant. Then, one obtains from

1/p
0= fi(v) = (/F [vu(s)[P ds) = |v| (measga—1 (I'))*/P,

that |v| = 0.
Hence, all assumptions of Theorem 3.35 are satisfied. That means, there are two constants
C7 and Cg with

13 Kurt Otto Friedrichs (1901 — 1982)
14 Henri Poincaré (1854 — 1912)
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1/p
& (/F o)l ds-+ [ [9ut@lf dw) < Nl 1.m(zy < Ca lully o
1

’

||“HW1,F(_Q)

for all w € WHP(£2). In particular, it follows that

/Q|u(m)|p der/QHVu(w)HS de < C% (/pl |u(s)? ds+/n|\Vu(m)Hg dm)

or, neglecting the non-negative term on the left-hand side,

/ [u(z)|P de < Cp( [u(s)P ds+/ ([Vu(x)|ls dw)
Q n Q

with Cp = Cg. Since u € V vanishes on I'1, the statement of the lemma is proved. |

Remark 3.40. On the Poincaré—Friedrichs inequality. In the space V be-
comes |-|yy1,, a norm that is equivalent to [|-|[y1.5 (). The classical Poincaré-
Friedrichs inequality is given for I3 = I" and p =2

lull 20y < CrlIVull 2 Vue Hy(92),

where the constant depends only on the diameter of the domain (2, e.g., see
(Galdi, 2011, Theorem II.5.1). O

3.8 The Gaussian Theorem

Remark 3.41. Motivation. The Gaussian theorem is the generalization of the
integration by parts from calculus. This operation is very important for the
theory of weak or variational solutions of partial differential equations. One
has to study, under which conditions on the regularity of the domain and of
the functions it is well defined. m|

Theorem 3.42. Gaussian theorem. Let 2 C R% d > 2, be a bounded
domain with Lipschitz boundary I'. Then, the following identity holds for all
u € Whi(0)

/ O;u(x) da::/ u(s)n;(s) ds, (3.11)
1) r

where n is the unit outer normal vector on I.

Proof. 1t is referred to the literature. ]

Corollary 3.43. Vector field. Let the conditions of Theorem 3.42 on the
domain 2 be satisfied and let u € (Wl’l((}))d be a vector field. Then, it is

/QV cu(x) de = /Fu(s) -n(s) ds.
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Proof. The statement follows by adding (3.11) from i = 1 to i = d. ]

Corollary 3.44. Integration by parts. Let the conditions of Theorem 3.42
on the domain §2 be satisfied. Consider u € W1P(0) and v € W19(£2) with
p € (1,00) and % + % = 1. Then, it is

/Q&-u(m)v(m) dm:/ru(s)v(s)ni(s) ds—/ w(@)dyo(x) da.

2

Proof. exercise. ]

Corollary 3.45. First Green!®’s formula. Let the conditions of Theo-
rem 3.42 on the domain (2 be satisfied, then it is

Ju
/QVu(m) -Vo(x) de = /F 8—n(s)v(s) ds — /QAu(ac)v(m) dx

for all u € H%(2) and v € H*(12).
P?"OOf. From the definition of the Sobolev spaces, it follows that the integrals are well

defined. Now, the proof follows the proof of Corollary 3.44, where one has to sum over the
components and one has to take 9;v instead of v. | |

Remark 3.46. On the first Green’s formula. The first Green’s formula is the
formula of integrating by parts once. The boundary integral can be equiva-
lently written in the form

/ Vu(s) - n(s)v(s) ds.
r

The formula of integrating by parts twice is called second Green’s formula.
O

Corollary 3.47. Second Green’s formula. Let the conditions of Theo-
rem 3.42 on the domain 2 be satisfied, then one has

(Au(@)o(e) ~ Av(@u(a)) da= [ (0% (a)o(s) ~ O (s)u(s) ) ds
/Q /p (an on

for all u,v € H(02).

3.9 Sobolev Imbedding Theorems

Remark 3.48. Motivation. This section studies the question which (Sobolev)
spaces are subspaces of other Sobolev spaces. With this property, called

15 Georg Green (1793 — 1841)
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imbedding, it is possible to estimate the norm of a function in the subspace
by the norm in the larger space, compare (3.12). m]

Lemma 3.49. Imbedding of Sobolev spaces with same integration
power p and different orders of the derivative. Let 2 C R be a domain,
p € [1,00], and k < m, then it is W™P(£2) C WFP(£2).

PTOOf. The statement of this lemma follows directly from the definition of Sobolev spaces,
see Definition 3.20. ]

Lemma 3.50. Imbedding of Sobolev spaces with the same order of
the derivative k and different integration powers. Let 2 C R? be a
bounded domain, k > 0, and p,q € [1,00] with ¢ > p. Then, it is W*9(2) C
WFP($2).

PTOOf. exercise. |

Remark 3.51. Imbedding of Sobolev spaces with the same order of the deriva-
tive k and the same integration power p in imbedded domains. Let 2 C R? be
a domain with sufficiently smooth boundary I'; k > 0, and p € [1, 00]. Then,
there is a map E : WFP(Q) — WFP(R?), the so-called (simple) extension,
with

e Ev|p =,

* [ Ev|lyyimmay < Cllvllyrn gy, with C > 0 independent of v,
e.g., see (Adams, 1975, Chapter IV) for details. Likewise, the natural restric-
tion e : WFP(RY) — WHEP(Q) can be defined and it is levllyrno) <

HUHWk,p(Rdy d

Theorem 3.52. A Sobolev inequality. Let 2 C R? be a bounded domain
with Lipschitz boundary I', k > 0, and p € [1,00) with

k>d forp=1,
k>d/p forp>1.

Then, there is a constant C such that for all w € W*P(02), it follows that
u € Cp(£2), where

Cp(2)={veC(2) : v is bounded} ,

and it is
[ulloy oy = llull o) < Cllullwrnq) - (3.12)
Proof. See literature, e.g., Adams (1975); Adams & Fournier (2003). ]

Remark 3.53. On the Sobolev inequality.

e The Sobolev inequality states that each function with sufficiently many
weak derivatives (the number depends on the dimension of {2 and the in-
tegration power) can be considered as a continuous and bounded function
in 2, i.e., there is such a representative in the equivalence class where this
function belongs to. One says that W*P?(£2) is imbedded in Cy(£2).
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Fig. 3.3 The function f(x) of Example 3.55 for d = 2.

o It is
C(R) € Cp(2) € C(N).
Consider 2 = (0,1) and f1(z) = 1/z and fo(x) = sin(1/x). Then, f1 €
C(2), f1 ¢ Cp(2) and f> € Cp(R2), f2 ¢ C(£2).

e Of course, it is possible to apply this theorem to weak derivatives of
functions. Then, one obtains imbeddings like W*P(£2) — C%(£2) for (k —
s)p > d,p > 1. A comprehensive overview on imbeddings can be found in
Adams (1975); Adams & Fournier (2003).

O

Example 8.54. H*(£2) in one dimension. Let d = 1 and {2 be a bounded
interval. Then, each function from H'(f2) (k = 1,p = 2) is continuous and
bounded in 2. m|

Example 8.55. H*(£2) in higher dimensions. The functions from H!(2) are
in general not continuous for d > 2. This property will be shown with the
following example.

Let 2 ={z e R? : ||z||, < 1/2} and f(x) = In|ln |z||,|, see Figure 3.3.

For ||z, < 1/2, it is |In||x|4] = —In|/x||, and one gets for « # 0
1 1 z;
0.f(w) = - T
' I flally 2]l lzl, |30z,

For p < d, one obtains

of Py | 1 P 1 ¢
Ox; [ll, | [l nllzll,| ~ |zl e, ] -
<1 >e

The estimate of the second factor can be obtained, e.g., with a discussion
of the curve. Using now spherical coordinates, p = e~* and S9! is the unit
sphere, yields
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domain without Lipschitz boundary in (0,0)

1.0r

0.5¢

0.0

—0.5¢

—1.0F

O‘.O 0‘.2 0‘.4 0‘.6 0‘.8 l‘.O

Fig. 3.4 Domain of Example 3.56.

. d 1/2 d—1
[os@ras [ oo [ [T
0 2 |z3 Infjz]ly] si=1Jo  pd{lnp|

1/2 d In2 dt
= meas (Sd_l) / P - —meas (Sd_l)/ b < 00,

0
because of d > 2.

plmp|® o0
It follows that 0;f € LP(£2) with p < d. Analogously, one proves that
f € LP(Q) with p < d. Altogether, one has f € W'P(£2) with p < d.
However, it is f & L% ({2) and consequently f & Cp(f2). This example shows
that the condition k > d/p for p > 1 is sharp.
In particular, it was proved for p = 2 that from f € H'(£2) in general it
does not follow that f € C(2). O

Ezample 3.56. The assumption of a Lipschitz boundary. Also the assumption
that (2 is a Lipschitz domain is of importance.

Consider 2 = {(z,y) €R? : 0 <z <1, |y| <z",7 > 1}, see Figure 3.4
for r = 2. The boundary is not Lipschitz in (0, 0).

For u(x,y) = ~¢/P with 0 < ¢ < r, it is

azu = xis/pil (7%) = O(Eyp)mia/pil, ayu =0.

Using the same notation for the constant, which might take different values
at different occasions, it follows that
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> / ID*u(e,y)|” dedy = C(.p) / 2 dady
2 (7

|a|=1
1 "
= C(s,p)/ x= 7P (/ dy) dz
0 —z"
1
= C(s,p)/ R /o
0

This value is finite for —e —p+r > —1 or for p < 1 + r — ¢, respectively. If
one chooses 7 > & > 0, then it is u € WLP(£2). But for € > 0, the function
u(x) is not bounded in (2, i.e., u & L*°(£2) and consequently u & Cp(12).
The unbounded values of the function are compensated in the integration
by the fact that the neighborhood of the singular point (0,0) possesses a
small measure. m|



Chapter 4

The Ritz Method and the Galerkin
Method

Remark 4.1. Contents. This chapter studies variational or weak formulations
of boundary value problems of partial differential equations in Hilbert spaces.
The existence and uniqueness of an appropriately defined weak solution will
be discussed. The approximation of this solution with the help of finite-
dimensional spaces is called Ritz method or Galerkin method. Some basic
properties of this method will be proved.

In this chapter, a Hilbert space V will be considered with inner product
a(-,+) + VxV — R and norm ||v||, = a(v,v)/2. O

4.1 The Theorems of Riesz and Lax—Milgram

Theorem 4.2. Representation theorem of Riesz!. Let f € V' be a
continuous and linear functional, then there is a uniquely determined uw € V
with

a(u,v) = f(v) YveV. (4.1)

In addition, u is the unique solution of the variational problem
1
F(v) = ia(v,v) — f(v) 5> min Yo e V. (4.2)

PTOOf. First, the existence of a solution u of the variational problem will be proved. Since
f is continuous, it holds
[fI<Clvlly, YveV,

from what follows that

1 1
F(o) 2 [olf} - Cllolly > —5€2,

1 Frigyes Riesz (1880 — 1956)

67
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where in the last estimate the necessary criterion for a local minimum of the expression of
the first estimate,

2
sy -C=0 = |vly =G,
is used. Hence, the function F(-) is bounded from below and
= inf F
©= 2}, 1)
exists.

Let {vg }ren be a sequence with F'(vg) — & for k — oco. A straightforward calculation
(parallelogram identity in Hilbert spaces) gives

ok — wlly, + llok +willy = 2 [kl + 21wl -
Using the linearity of f(-) and x < F(v) for all v € V, one obtains
o —will3,

v + U
= 2fug 3 + 2 ffur]? — 4 ey

2
| =4 =) + 81 (B

v + vy
2

= 4F(vg) + 4F (v)) — 8F (”’CTJ“”’)

< 4F(v;) +4F(v) — 8k — 0
for k,l — oo. Hence, {vi }ren is a Cauchy sequence. Because V' is a complete space, there
exists a limit u of this sequence with u € V. Because F(-) is continuous, it is F'(u) = k
and u is a solution of the variational problem.

In the next step, it will be shown that each solution of the variational problem (4.2) is
also a solution of (4.1). It is for arbitrary v € V'

b(e)

1
F(u+ev) = Ea(u+ev,u+5v) — fu+ev)

1 e?
ia(u,u) + ea(u,v) + Ea(v,v) — f(u) —ef(v).

If w is a minimum of the variational problem, then the function ®(¢) has in particular a
local minimum at € = 0. The necessary condition for a local minimum leads to

0=9'(0) = a(u,v) — f(v) forallve V.

Finally, the uniqueness of the solution will be proved. It is sufficient to prove the unique-
ness of the solution of the equation (4.1). If the solution of (4.1) is unique, then the existence
of two solutions of the variational problem (4.2) would be a contradiction to the fact proved
in the previous step. Let w1 and ug be two solutions of the equation (4.1). Computing the
difference of both equations gives

a(ur —ug,v) =0 forallveV.

This equation holds, in particular, for v = u1 — u2. Hence, [|u; —u2||y, = 0, such that
Ul = us. | ]

Definition 4.3. Bounded bilinear form, coercive bilinear form, V-
elliptic bilinear form. Let b(-,-) : V XV — R be a bilinear form on the
Banach space V. Then, it is bounded if

[b(u,v)| < M ||ully Jvlly, Yu,veV,M>0, (4.3)
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where the constant M is independent of v and v. The bilinear form is coercive
or V-elliptic if
b(u,u) >m Hu||‘2/ YueV,m>0, (4.4)

where the constant m is independent of w. O
Remark 4.4. Application to an inner product. Let V be a Hilbert space. Then,

the inner product a(-,-) is a bounded and coercive bilinear form, since by the
Cauchy—Schwarz inequality

lau, v)| < lully [vlly, Vw0 eV,

and obviously a(u,u) = HuH%, Hence, the constants can be chosen to be
M =1and m=1.

Next, the representation theorem of Riesz will be generalized to the case
of coercive and bounded bilinear forms. |

Theorem 4.5. Theorem of Lax?-Milgram?®. Let b(-,-) : VxV =R be
a bounded and coercive bilinear form on the Hilbert space V. Then, for each
bounded linear functional f € V' there is exactly one u € V with

b(u,v) = fv) YveW (4.5)
P?"Oof. One defines operators 7,7 : V — V by
a(Tu,v) = b(u,v) Yv €V, a(T'u,v) =b(v,u) Vv e V. (4.6)
These operators are linear, e.g., using that b(-,) is a bilinear form, one gets
a(T(ar1ur + aguz),v) = a1b(uy, v) + azb(uz,v) = a (1Tur + a2Tuz,v) Vv e V.

Because this relation holds for all v € V, it is T'(aju1 + agug) = a1Tuy + aTuz. Since
b(u, -) and b(-,u) are continuous linear functionals on V, it follows from Theorem 4.2 that
the elements Tw and T"u exist and they are defined uniquely. Because the operators satisfy
the relation

a(Tu,v) = b(u,v) = a(T'v,u) = a(u, T'v), (4.7)

T’ is called adjoint operator of T'. Setting v = T'u in (4.6) and using the boundedness of
b(-,-) yields

ITull}, = a(Tu, Tu) = b(u, Tu) < M |[ully | Tully, = [Tully, <M [ully,
for all u € V. Hence, T is bounded. Since T is linear, it follows that T is continuous. Using
the same argument, one shows that 7” is also bounded and continuous.
Define the bilinear form

d(u,v) == a(TT u,v) = a(T'u, T'v) Vu,veV, (4.8)

where (4.7) was used. Hence, this bilinear form is symmetric. Using the coercivity of b(-, -),
the Cauchy-Schwarz inequality, the definition of ||-||y,, and (4.8) gives

2 Peter Lax, born 1926
3 Arthur Norton Milgram (1912 — 1961)



70 4 The Ritz Method and the Galerkin Method

m? olll, < b(w,0)? = a(T'v, )2 < [ol} [ T7]]%, = ol (70, T'0) = lol}3 d(v,v).

Applying now the boundedness of a(-, ) and of 7" yields

m? lol}} < d(w,0) = a(T'v, T'v) = [ T2 < M Jolf3 (49)
Hence, d(-,-) is also coercive and, since it is symmetric, it defines an inner product on V.
From (4.9), one has that the norm induced by d(v,v)!/2 is equivalent to the norm [lvlly -
From Theorem 4.2, it follows that there is a exactly one w € V' with

d(w,v) = f(v) VveV.
Now, inserting v = T’w in b(-,) gives with (4.6)
b(T'w,v) = a(TT w,v) = d(w,v) = f(v) YveEYV,

hence u = T'w is a solution of (4.5).
The uniqueness of the solution is proved analogously as in the symmetric case. ]

4.2 Weak Formulation of Boundary Value Problems
Remark 4.6. Model problem. Consider the Poisson equation with homoge-
neous Dirichlet boundary conditions

—Au = fin 2 C RY,

u =0 on Of2. (4.10)

]

Definition 4.7. Weak formulation of (4.10). Let f € L?(£2). A weak
formulation of (4.10) consists in finding u € V' = H}(£2) such that

a(u,v) = (f,v) YVoveV (4.11)
with
a(u,v) = (Vu,Vu) = [ Vu(z)- Vo(z) dx
2
and (-,-) is the inner product in L%(£2). O

Remark 4.8. On the weak formulation.

e The weak formulation is also called variational formulation.

e As usual in mathematics, 'weak’ means that something holds for all ap-
propriately chosen test functions.

e Formally, one obtains the weak formulation by multiplying the strong
form of the equation (4.10) with the test function, by integrating the
equation on {2, and applying integration by parts. Because of the Dirichlet
boundary condition, one can use as test space Hg(£2) and therefore the
integral on the boundary vanishes.
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e The ansatz space for the solution and the test space are defined such that
the arising integrals are well defined.

e The weak formulation reduces the necessary regularity assumptions for
the solution by the integration and the transfer of derivatives to the test
function. Whereas the solution of (4.10) has to be in C2(2) N C(£2), the
solution of (4.11) has to be only in Hg (£2). The latter assumption is much
more realistic for problems coming from applications.

e The regularity assumption on the right-hand side can be relaxed to f €
H~1(£2). Then, the right-hand side of the weak formulation has the form

f) ={f, ) a1

where the symbol (-, -, ) g1 (2),HL(2) denotes the dual pairing of the spaces
HY(2) and H=(£2).
O
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Theorem 4.9. Existence and uniqueness of the weak solution. Let
f € L3(R2). There is exactly one solution of (4.11).

Proof. Because of the Poincaré inequality (3.10), there is a constant C' with
ol 2y < ClIVollagey Vo€ HY().
It follows for v € Hé(Q) C HY(0) that
1/2 1/2
loll g1y = <H”H2L2(n) + HV”H%?(Q)) < (CHVUH2L2(Q) + HV”H%?(Q))
S ClIVvllp2g) < Clvllgr ey -
Hence, a(, -) is an inner product on H}(2) with the induced norm
HUHHg(Q) = a(v,v)'/?,

which is equivalent to the norm H'”Hl(n)'
Define for f € L?(£2) the linear functional

fv) = -/Q f(x)v(x) de Vv e HY (D).

Using the Cauchy—Schwarz inequality (3.5) and the Poincaré inequality (3.10) shows that
this functional is continuous on H} (£2)

[F@)] = (£, < NIz I10ll2 ) < CllF 20y 1V0ll20) = Cllf 20y 1ol a3 (e) -

Applying the representation theorem of Riesz, Theorem 4.2, gives the existence and unique-
ness of the weak solution of (4.11). In addition, u(x) solves the variational problem

Fv) = % I 7/ F(@)o(@) dz — min  for all v € HA ().
(]

Ezxample 4.10. A more general elliptic problem. Consider the problem

—V - (A(x)Vu) + c(x)u = f in 2 C RY, (4.12)
u =0 on 0f2, ’
with A(z) € R¥*? for each point = € 2. It will be assumed that the coef-
ficients a;;(z) and c(xz) > 0 are bounded, f € L?({2), and that the matrix
(tensor) A(x) is for all & € §2 uniformly elliptic, i.e., there are positive con-
stants m and M independent of @ such that

2 2
myl, <y A@y < Mlyll, VyeR’ Vaeo
The weak form of (4.12) is obtained in the usual way by multiplying (4.12)
with test functions v € H}({2), integrating on {2, and applying integration
by parts: Find u € H}(£2), such that

a(u,v) = (f,v) Vwve H&(_Q)
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with
a(u,v) :/n(Vu(m)TA(m)Vv(aa)+c(w)u(w)v(ac)) dx.

This bilinear form is bounded (ezercise). The coercivity of the bilinear form
is proved by using the uniform ellipticity of A(x) and the non-negativity of
c(x):

a(u,u) = /QVu(a:)TA(a:)Vu(a:) + c(z)u(x)u(z) dx
> /QmVu(m) Vu(x) de = mHuHHé(Q).

Applying the Theorem of Lax—Milgram, Theorem 4.5, gives the existence and
uniqueness of a weak solution of (4.12).

If the tensor is not symmetric, a;;(x) # aj;(x) for one pair 4,7, then the
solution cannot be characterized as the solution of a variational problem. O

4.3 The Ritz Method and the Galerkin Method

Remark 4.11. Idea of the Ritz method. Let V be a Hilbert space with the
inner product a(-,-). Consider the problem

Fv) = %a(v,v) — f(v) — min, (4.13)

where f : V — R is a bounded linear functional. As already proved in
Theorem 4.2, there is a unique solution u € V of this variational problem
which is also the unique solution of the equation

a(u,v) = f(v) YveV. (4.14)

For approximating the solution of (4.13) or (4.14) with a numerical
method, it will be assumed that V has a countable orthonormal basis
(Schauder basis). Then, there are finite-dimensional subspaces V1, Va,... CV
with dimV}, = k, which have the following property: for each u € V' and each
e > 0 thereis a K € N and a u € Vj, with

lu—ukll, <e Vi>K. (4.15)

Note that it is not required that there holds an inclusion of the form Vi C
Vier1-
The Ritz approximation of (4.13) and (4.14) is defined by: Find uy € Vi
with
a(uk,vk) = f(’Uk) Vo, € Vi (416)
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O

Lemma 4.12. Existence and uniqueness of a solution of (4.16). There
exists exactly one solution of (4.16).

PTOOf. Finite-dimensional subspaces of Hilbert spaces are Hilbert spaces as well. For this
reason, one can apply the representation theorem of Riesz, Theorem 4.2, to (4.16) which
gives the statement of the lemma. In addition, the solution of (4.16) solves a minimization
problem on Vj. |

Lemma 4.13. Best approximation property. The solution of (4.16) is
the best approximation of u in Vi, i.e., it is

— = i — . .1
lu=welly = inf =iy (417)

PTOOf. Since Vi, C V, one can use the test functions from Vj, in the weak equation (4.14).
Then, the difference of (4.14) and (4.16) gives the orthogonality, the so-called Galerkin
orthogonality,

a(u —ug,vE) =0 Vo € Vg (4.18)

Hence, the error u — uy is orthogonal to the space Vi: u —ug L Vi. That means, ug is the
orthogonal projection of u onto Vj, with respect of the inner product of V.

Let now wy, € Vi be an arbitrary element, then it follows with the Galerkin orthogo-
nality (4.18) and the Cauchy—Schwarz inequality that

H’U‘*UkH%/ = a(u — ug, v —ug) = alu —ug,u — (up —wg)) = alu — ug,u — vg)

Vi

IN

[l — uklly llw —vklly -

Since wy € Vi was arbitrary, also vy, € Vi is arbitrary. If ||u —uglly, > 0, division by
[lu — ug]ly, gives the statement of the lemma, since the error cannot be smaller than the
best approximation error. If ||u — ug||;, = 0, the statement of the lemma is trivially true.

Theorem 4.14. Convergence of the Ritz approximation. The Ritz ap-
proximation converges
lim ||ju—u =0.
T [~ g
Proof. The best approximation property (4.17) and property (4.15) give
- = inf — <e
llw = uklly = inf flu—ovelly <

for each € > 0 and k > K (). Hence, the convergence is proved. |

Remark 4.15. Formulation of the Ritz method as linear system of equations.
One can use an arbitrary basis {¢;}F_, of V4 for the computation of ug.
First of all, the equation for the Ritz approximation (4.16) is satisfied for all
v € Vi if and only if it is satisfied for each basis function ¢;. This statement
follows from the linearity of both sides of the equation with respect to the
test function and from the fact that each function vy € Vi can be represented
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as linear combination of the basis functions. Let vy = me a;¢;, then from
(4.16), it follows that

k k

alug, vp) = Y azalug, ¢5) = Y aif(d:) = f(ux).

k=1 k=1

This equation is satisfied if a(ug,d;) = f(¢i), ¢ = 1,...,k. On the other
hand, if (4.16) holds then it holds in particular for each basis function ¢;.
Now, one uses as ansatz for the solution also a linear combination of the

basis functions
k

wp = o
Jj=1
with unknown coefficients v/ € R. Using as test functions the basis functions

yields

k k
Za(uj¢j7¢i)zza(¢jv¢i)uj :f(¢2)7 i=1,...,k.
j=1 j=1

This equation is equivalent to the linear system of equations Au = f, where

A= (aij)f_’jzl = a(quv ¢i)/ﬁj:1

is called stiffness matrix. Note that the order of the indices is different for the
entries of the matrix and the arguments of the inner product. The right-hand
side is a vector of length k with the entries f; = f(#:),i=1,... k.

Using the one-to-one mapping between the coefficient vector (v?,. .., v*)T
and the element vy, = Zle vi¢p;, one can show that the matrix A is symmetric
and positive definite (ezercise)

A= AT = a(v,w) = a(w,v) Yv,w € V,
QTA§>Oforg7éQ<:>a(v,v)>O VoéeVi,v#0.

O

Remark 4.16. The case of a bounded and coercive bilinear form. If b(-,-) is
bounded and coercive, but not symmetric, it is possible to approximate the
solution of (4.5) with the same idea as for the Ritz method. In this case, it
is called Galerkin method. The discrete problem consists in finding uy € Vj
such that

b(ug,vi) = f(vg) Yo, € V. (4.19)

O

Lemma 4.17. Existence and uniqueness of a solution of (4.19). There
is exactly one solution of (4.19).
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Proof. The statement of the lemma follows directly from the Theorem of Lax-Milgram,
Theorem 4.5. u

Remark 4.18. On the discrete solution. The discrete solution is not the or-
thogonal projection into Vj in the case of a bounded and coercive bilinear
form, which is not the inner product of V. a

Lemma 4.19. Lemma of Cea*, error estimate. Letb: V xV — R be
a bounded and coercive bilinear form on the Hilbert space V and let f € V'
be a bounded linear functional. Let u be the solution of (4.5) and uy be the
solution of (4.19), then the following error estimate holds

M
- < — inf — 4.20
Ju=wally <5 inf = ol (420)
where the constants M and m are given in (4.3) and (4.4).

Proof. Considering the difference of the continuous equation (4.5) and the discrete equa-
tion (4.19), one obtains the error equation

b(u —ug,vk) =0 Voug € Vg,

i.e., Galerkin orthogonality holds. With (4.4), the Galerkin orthogonality, and (4.3), it
follows that

1 1
llw — uplly, < —b(u— up,u— up) = —b(u — ug,u — vg)
m m
M
< 2= uplly fu =il Vo € Vi,
from what the statement of the lemma follows immediately. |

Remark 4.20. On the best approzimation error. It follows from estimate (4.20)
that the error is bounded by a multiple of the best approximation error, where
the factor depends on properties of the bilinear form b(-, -). Thus, concerning
error estimates for concrete finite-dimensional spaces, the study of the best
approximation error will be of importance. O

Remark 4.21. The corresponding linear system of equations. The correspond-
ing linear system of equations is derived analogously to the symmetric case.
The system matrix is still positive definite but not symmetric. O

Remark 4.22. Choice of the basis. The most important issue of the Ritz and
Galerkin method is the choice of the spaces Vj, or more concretely, the choice
of an appropriate basis {qbi}f:l that spans the space Vj. From the point of
view of numerics, there are the requirements that:
e it should be possible to compute the entries a;; of the stiffness matrix
efficiently,
e and that the matrix A should be sparse.

4 Jean Cea, born 1932



Chapter 5
Finite Element Methods

5.1 Finite Element Spaces

Remark 5.1. Mesh cells, faces, edges, vertices. A mesh cell K is a compact
polyhedron in RY, d € {2,3}, whose interior is not empty. The boundary 9K
of K consists of m-dimensional linear manifolds (points, pieces of straight
lines, pieces of planes), 0 < m < d — 1, which are called m-faces. The 0-faces
are the vertices of the mesh cell, the 1-faces are the edges, and the (d—1)-faces
are just called faces. m]

Remark 5.2. Finite-dimensional spaces defined on K. Let s € N. Finite ele-
ment methods use finite-dimensional spaces P(K) C C*(K) that are defined
on K. In general, P(K) consists of polynomials. The dimension of P(K) will
be denoted by dim P(K) = Nk. O

Ezxample 5.5. The space P(K) = P1(K).The space consisting of linear poly-
nomials on a mesh cell K is denoted by P; (K):

d
P (K)= {ao—l—Zaixi : :c—(zh...,xd)TeK}.
i=1

There are d + 1 unknown coefficients a;, i = 0, ..., d, such that dim P, (K) =
NK =d+ 1. O

Remark 5.4. Linear functionals defined on P(K), nodal functionals. For the
definition of finite elements, linear functional that are defined on P(K) are
of importance. These functionals are called nodal functionals.

Consider linear and continuous functionals @k 1,...,Px N, : C°(K) = R
which are linearly independent. There are different types of functionals that
can be utilized in finite element methods:

e point values: ¢(v) = v(x), € K,
e point values of a first partial derivative: $(v) = dv(z), = € K,

7
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e point values of the normal derivative on a face E of K: #(v) = Vu(z) -ng,
ng is the outward pointing unit normal vector on F,

e integral mean values on K: ®(v) = ﬁ S v(z) de,

e integral mean values on faces E: $(v) = \T%JI S v(s) ds.
The smoothness parameter s has to be chosen in such a way that the func-
tionals Pk 1,..., Pk, N, are continuous. If, e.g., a functional requires the eval-
uation of a partial derivative or a normal derivative, then one has to choose
at least s = 1. For the other functionals given above, s = 0 is sufficient. O

Definition 5.5. Unisolvence of P(K) with respect to the functionals
Pr1, ..., Pr,Ng- The space P(K) is called unisolvent with respect to the
functionals @k 1, . .., Pk Ny if there is for each @ € RV%  a = (a1, ...,an, )T
exactly one p € P(K) with

’

QK’i(p):a”h 1 <i< Ng.
O

Remark 5.6. Local basis. Unisolvence means that for each vector a € RV,
a=(a1,...,an, )7, there is exactly one element in P(K) such that a; is the
image of the i-th functional, i = 1,..., Ng.

Choosing in particular the Cartesian! unit vectors for a, then it follows
from the unisolvence that a set {¢ Kl}f\;"l exists with ¢ ; € P(K) and

@K,i(m(’j):éij, i,j:17...,NK.

Consequently, the set {¢K1}£ % forms a basis of P(K). This basis is called
local basis. O

Remark 5.7. Transform of an arbitrary basis to the local basis. If an arbitrary
basis {pl}f\;}i of P(K) is known, then the local basis can be computed by
solving a linear system of equations. To this end, represent the local basis in
terms of the known basis

Nk

QSK,j:chkpk? CjkERvjzla"'aNK7
k=1

with unknown coefficients c¢;;,. Applying the definition of the local basis leads
to the linear system of equations

Nk

Bri(Pr;) = D Cipain =iy, .5 =1,...,Ni, ai = Prci(pr)-
k=1

Because of the unisolvence, the matrix A = (a;;) is non-singular and the
coefficients c;;, are determined uniquely. O

1 René Descartes (1596 — 1650)
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Ezxample 5.8. Local basis for the space of linear functions on the reference
triangle. Consider the reference triangle K with the vertices (0,0), (1,0),
and (0,1). A linear space on K is spanned by the functions 1,2, 4. Let the
functionals be defined by the values of the functions in the vertices of the
reference triangle. Then, the given basis is not a local basis because the
function 1 does not vanish at the vertices.

Consider first the vertex (0,0). A linear basis function aZ + bj + ¢ that has
the value 1 in (0,0) and that vanishes in the other vertices has to satisfy the
following set of equations

001 a 1

101 bl=10

011 c 0
The solution is a = —1,b = —1,¢ = 1. The two other basis functions of the
local basis are & and §, such that the local basis has the form {1—&—g, Z, §}.

O

Remark 5.9. Triangulation, grid, mesh, grid cell. For the definition of global
finite element spaces, a decomposition of the domain {2 into polyhedra K is
needed. This decomposition is called triangulation 7" and the polyhedra K
are called mesh cells. The union of the polyhedra is called grid or mesh.
A triangulation is called admissible, see the definition in (Ciarlet, 1978,
p. 38, p. 51), if:
o It holds 2 = Ugern K.
e Each mesh cell K € 7" is closed and the interior K is non-empty.
e For distinct mesh cells K7 and K5 there holds K; N Ko = (.
e For each K € 7", the boundary 0K is Lipschitz continuous.
e The intersection of two mesh cells is either empty or a common m-face,
me{0,...,d—1}.
O

Remark 5.10. Global and local functionals. Let
Dy,..., 0N : {vel>®(2) : vlg e P(K)} =R

be continuous linear functionals of the same types as given in Remark 5.4,
where for each K, v|g € P(K) has to be understood in the sense that
the polynomial in K is extended continuously to the boundary of K. The
restriction of the functionals to C*(K) defines a set of local functionals
Pr.1,..., P N, Where it is assumed that the local functionals are unisol-
vent on P(K). The union of all mesh cells K, for which there is a p € P(Kj)
with @;(p) # 0, will be denoted by w;. O

Ezample 5.11. On subdomains w;. Consider the two-dimensional case and let
@; be defined as nodal value of a function in @ € K. If x € K, then w; = K.
In the case that « is on a face of K but not in a vertex, then w; is the union
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Vi Vi

Wi Wi

Fig. 5.1 Subdomains w;.

of K and the other mesh cell whose boundary contains this face. Last, if @ is
a vertex of K, then w; is the union of all mesh cells that possess this vertex,
see Figure 5.1. O

Definition 5.12. Finite element space, global basis. A function v(x)
defined on 2 with v|x € P(K) for all K € T" is called continuous with
respect to a global functional @; defined in Remark 5.10 if

¢i(v|K1):¢i(v|K2)v vI<17[(2 € wj.

The space

S = {v € L>®(£2) : v|g € P(K) and v is continuous with respect to

45“2':1,..‘7N}

is called finite element space.
The global basis {¢; ;-Vzl of S is defined by the condition
¢j€S, @i(@):&j, i,j:L...,N.
O

Ezxample 5.13. Piecewise linear global basis function. Figure 5.2 shows a piece-
wise linear global basis function in two dimensions. Because of its form, such
a function is called hat function. a

Remark 5.14. On global basis functions. A global basis function coincides on
each mesh cell with a local basis function. This property implies the unique-
ness of the global basis functions.
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0 0 0
[
1
0 0
®
0 0 0

Fig. 5.2 Piecewise linear global basis function (boldface lines), hat function.

Whether the continuity with respect to {®;}¥ ; implies the continuity of
the finite element functions depends on the functionals that define the finite
element space. O

Definition 5.15. Parametric finite elements. Let K be a reference mesh
cell with the local space P(K), the local functionals &1, ... ,@N, and a class
of bijective mappings {Fx : K — K}. A finite element space is called a
parametric finite element space if:

e The images {K} of {Fk} form the set of mesh cells.

e The local spaces are given by

Puoz{p:p:poﬂj@eﬁub} (5.1)

e The local functionals are defined by

Pri(v(w)) = @i (0(2)) = @i (v(Fk(2))), (5-2)

where & = (&1,...,24)7 are the coordinates of the reference mesh cell

and it holds ¢ = Fk (&), o = vo Fk.
O

Remark 5.16. Motivations for using parametric finite elements. Definition
5.12 of finite elements spaces is very general. For instance, different types
of mesh cells are allowed. However, as well the finite element theory as the
implementation of finite element methods become much simpler if only para-
metric finite elements are considered. a
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5.2 Finite Elements on Simplices

Definition 5.17. d-simplex. A d-simplex K C R¢ is the convex hull of
(d+1) points a1, ...,a441 € R< which form the vertices of K. O

Remark 5.18. On d-simplices. It will be always assumed that the simplex is
not degenerated, i.e., its d-dimensional measure is positive. This property is
equivalent to the non-singularity of the matrix (ezercise)

a11 ai2 - .. a1,d+1

a21 A22 ... A2 d4+1
A= |
adl 42 - - - d,d+1
1 1 ... 1
where a; = (a1;,ai,...,0q)7, i =1,...,d+ 1.
For d = 2, the simplices are the triangles and for d = 3 they are the
tetrahedra. O

Definition 5.19. Barycentric coordinates. Since K is the convex hull of
the points {a;}$], the parametrization of K with a convex combination of
the vertices reads as follows

d+1 d+1
K—{weRd : ac:z/\iai, 0< )\ <1, Z)‘i_l}'
i=1 =1

The coefficients Ay, ..., Ag4+1 are called barycentric coordinates of x € K. O

Remark 5.20. On barycentric coordinates.
e From the definition, it follows that the barycentric coordinates are the
solution of the linear system of equations

d+1 d+1
Za]‘i)\i:l’j, lgjgd, Z)\lzl
i=1 i=1

Since the system matrix is non-singular, see Remark 5.18, the barycentric
coordinates are determined uniquely.

e The barycentric coordinates of the vertex a;, i = 1,...,d + 1, of the
simplex are \; = 1 and \; = 0if ¢ # j. Since A;(a;) = J;5, the barycentric
coordinate \; can be identified with the linear function that has the value 1
in the vertex a; and that vanishes in all other vertices a; with j # i.

e The barycenter of the simplex is given by

1 1
S = 1 2%
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Y z

Fig. 5.3 The unit simplices in two and three dimensions.

Hence, its barycentric coordinates are \; = 1/(d+1),i=1,...,d + 1.
O

Remark 5.21. Simplicial reference mesh cells. A commonly used reference
mesh cell for triangles and tetrahedra is the unit simplex

d
f(—{a}eRd DY <1, 8 >0, i—l,...,d},

=1

see Figure 5.3. The class { Fx } of admissible mappings are the bijective affine
mappings

Fxi& = Bga&+b, By ecR™ det(Bg)#0, beRY (5.3)

The images of these mappings generate the set of the non-degenerated sim-
plices {K} C R%. |

Definition 5.22. Affine family of simplicial finite elements. Given a
simplicial reference mesh cell K , affine mappings { Fx }, and an unisolvent set
of functionals on K. Using (5.1) and (5.2), one obtains a local finite element
space on each non-degenerated simplex. The set of these local spaces is called
affine family of simplicial finite elements. m|

Definition 5.23. Polynomial space Py. Let © = (z1,...,74)7, k € NU
{0}, and @ = (a1, ..., aq)T. Then, the polynomial space P is given by

d d
szspan{Hx?i:wo‘ : a; € NU{0} for i=1,...,d,2ai<k}.
i=1

i=1
]

Remark 5.24. Lagrangian? finite elements. In many examples given below,
the linear functionals on the reference mesh cell K are the values of the

2 Joseph-Louis de Lagrange (1736 — 1813)
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Fig. 5.4 The finite element Py(K).
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a2

Fig. 5.5 The finite element P;(K).

00

polynomials with the same barycentric coordinates as on the general mesh
cell K. Finite elements whose linear functionals are values of the polynomials
on certain points in K are called Lagrangian finite elements. O

Example 5.25. Py : piecewise constant finite element. The piecewise constant
finite element space consists of discontinuous functions. The linear functional
is the value of the polynomial in the barycenter of the mesh cell, see Fig-
ure 5.4. It is dim Py(K) = 1. O

Example 5.26. Py : conforming piecewise linear finite element. This finite el-
ement space is a subspace of C(f2). The linear functionals are the values of
the function in the vertices of the mesh cells, see Figure 5.5. It follows that
dim P, (K) =d+ 1.

The local basis for the functionals {®;(v) = v(a;), i = 1,...,d + 1} is
{3 since @;()\;) = 6,5, compare Remark 5.20. Since a local basis exists,
the functionals are unisolvent with respect to the polynomial space P (K).

Now, it will be shown that the corresponding finite element space consists
of continuous functions. Let K7, K5 be two mesh cells with the common face
E and let v € Py(= S). The restriction of vg, on FE is a linear function on
E as well as the restriction of vk, on E. It has to be shown that both linear
functions are identical. A linear function on the (d — 1)-dimensional face E is
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Fig. 5.6 The finite element Pp(K).

uniquely determined with d linearly independent functionals that are defined
on E. These functionals can be chosen to be the values of the function in
the d vertices of E. The functionals in S are continuous by the definition of
S. Thus, it must hold that both restrictions on E have the same values in
the vertices of E. Hence, it is vk, |g = vk, |r and the functions from P, are
continuous. O

Ezxample 5.27. Py : conforming piecewise quadratic finite element. This finite
element space is also a subspace of C(£2). It consists of piecewise quadratic
functions. The functionals are the values of the functions in the d+ 1 vertices
of the mesh cell and the values of the functions in the centers of the edges,
see Figure 5.6. Since each vertex is connected to each other vertex, there are
Zle i = d(d+1)/2 edges. Hence, it follows that dim Py(K) = (d+1)(d+2)/2.

The part of the local basis that belongs to the functionals {®;(v) = v(a;),
i=1,...,d+ 1}, is given by

{ds(N) = N2\ — 1), i=1,...,d+1}.

Denote the center of the edges between the vertices a; and a; by a;;. The
corresponding part of the local basis is given by

{¢LJ:4)\1)\J, Z,j:17,d+1,l<]}

The unisolvence follows from the fact that there exists a local basis. The
continuity of the corresponding finite element space is shown in the same way
as for the P finite element. The restriction of a quadratic function defined
in a mesh cell to a face F is a quadratic function on that face. Hence, the
function on F is determined uniquely with d(d + 1)/2 linearly independent
functionals on E.

The functions ¢;; are called in two dimensions edge bubble functions. O

Ezxample 5.28. Ps : conforming piecewise cubic finite element. This finite ele-
ment space consists of continuous piecewise cubic functions. It is a subspace
of C(£2). The functionals in a mesh cell K are defined to be the values in
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Fig. 5.7 The finite element P3(K).

the vertices ((d + 1) values), two values on each edge (dividing the edge in
three parts of equal length) (2 Z‘Z:li = d(d + 1) values), and the values
in the barycenter of the 2-faces of K, see Figure 5.7. Each 2-face of K is
defined by three vertices. If one considers for each vertex all possible pairs
with other vertices, then each 2-face is counted three times. Hence, there are
(d+1)(d — 1)d/6 2-faces. The dimension of P5(K) is given by

dim Py(K) = (d+ 1) + d(d + 1) + 2= 1)g(d+ D _(d+ 1)(d22)(d+3)'

For the functionals

{@i(v) =v(a;), i=1,...,d+1, (vertex),
Dii;(v) = v(ag;), i,j=1,...,d+1,i#j, (point on edge),
Piip(v) =v(ayk), i=1,...,d+1,i < j <k, (point on 2—face)},

the local basis is given by
1 9
di(A) = 5&(3& —1DBXN —2), ¢iij(N) = §AZ’AJ'(3/\Z‘ —1),

bije(N) = 27&&%}.

In two dimensions, the function ¢;;;(A) is called cell bubble function. a

Example 5.29. Cubic Hermite? element. The finite element space is a sub-
space of C({2), its dimension is (d + 1)(d + 2)(d + 3)/6 and the functionals
are the values of the function in the vertices of the mesh cell ((d+ 1) values),
the value of the barycenter at the 2-faces of K ((d+1)(d—1)d/6 values), and
the partial derivatives at the vertices (d(d + 1) values), see Figure 5.8. The

3 Charles Hermite (1822 — 1901)
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Fig. 5.8 The cubic Hermite element.

dimension is the same as for the P; element. Hence, the local polynomials
can be defined to be cubic.

This finite element does not define an affine family in the strict sense,
because partial derivatives on the reference cell are mapped to directional
derivatives on the physical cell. Concretely, the functionals for the partial
derivatives @;(0) = 9;0(0) on the reference cell are mapped to the functionals
®;(v) = 0¢,v(a), where a = Fi(0) and t; are the directions of edges which
are adjacent to a, i.e., a is an end point of this edge. This property suffices
to control all first derivatives. One has to take care of this property in the
implementation of this finite element.

Because of this property, one can use the derivatives in the direction of
the edges as functionals

P;(v) = v(ay), (vertices)
D;;(v) = Vu(a;) - (a; —a;), 1,5 =1,...,d—1,i # j, (directional deriv.)
Pije(v) = v(ayk), 1 <j <k, (2-faces)

with the corresponding local basis

Gi(A) = =272 + 307 — TN D p i ki N
bii(N) = Nid; (2N — A — 1),
Gijk(X) = 2TA A Ak

The proof of the unisolvence can be found in the literature.

Here, the continuity of the functions will be shown only for d = 2. Let
K, K3 be two mesh cells with the common edge E and the unit tangential
vector ¢. Let V7, Va be the end points of E. The restrictions v|k,,v|k, to E
satisfy four conditions

vk, (Vi) = 0li, (Vi), Oevl e, (Vi) = Opvl i, (Vi) i = 1,2.

Since both restrictions are cubic polynomials and four conditions have to be
satisfied, their values coincide on E.
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The cubic Hermite finite element possesses an advantage in comparison
with the P finite element. For d = 2, it holds for a regular triangulation 77
that

#K) = 24(V),  #(E) = 2#(V),

where #(-) denotes the number of triangles, nodes, and edges, respectively.
Hence, the dimension of Ps is approximately #(V) + 2#(F) + #(K) =
7#(V'), whereas the dimension of the cubic Hermite element is approximately
3#(V)+#(K) ~ 57 (V). This difference comes from the fact that both spaces
are different proper subspaces of the space of all continuous piecewise cubic
functions. The elements of both spaces are continuous functions, but for the
functions of the cubic Hermite finite element, in addition, the first deriva-
tives are continuous at the nodes. That means, these two spaces are different
finite element spaces whose degree of the local polynomial space is the same
(cubic). One can see at this example the importance of the functionals for
the definition of the global finite element space. m|

Example 5.30. P° : non-conforming linear finite element, Crouzeix—Raviart
finite element, Crouzeiz € Raviart (19738). This finite element consists
of piecewise linear but discontinuous functions. The functionals are given
by the values of the functions in the barycenters of the faces such that
dim PP°(K) = (d + 1). It follows from the definition of the finite element
space, Definition 5.12, that the functions from Pp¢ are continuous in the
barycenter of the faces

P ={veL*) : v|lg € P(K), v(x) is continuous at the barycenter
of all faces}. (5.4)

Equivalently, the functionals can be defined to be the integral mean values
on the faces and then the global space is defined to be

Pre = {v € L3(2) : v|g € P(K),

/v|K ds:/v|K/ dsVEeS(K)ﬁS(K')}, (5.5)
B B

where £(K) is the set of all (d — 1)-dimensional faces of K.
For the description of this finite element, one defines the functionals by

@1(’0) = v(ai_17i+1) for d = 2, @l(’U) = ’U(ai_zl‘_l,ﬂ_l) for d = 3,

where the points are the barycenters of the faces with the vertices that corre-
spond to the indices, see Figure 5.9. This system is unisolvent with the local
basis

piN)=1—dN;, i=1,....,d+1.
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a2

Fig. 5.9 The finite element P(K).

5.3 Finite Elements on Parallelepipeds and
Quadrilaterals

Remark 5.31. Reference mesh cells, reference map to parallelepipeds. One can
find in the literature two reference cells: the unit cube [0,1]¢ and the large
unit cube [—1,1]%. It does not matter which reference cell is chosen. Here, the
large unit cube will be used: K = [—1,1]%. The class of admissible reference
maps {Fx } to parallelepipeds consists of bijective affine mappings of the form

Fri& = Bxk& +b, Bg e R beR™

If Bk is a diagonal matrix, then Kis mapped to d-rectangles.

The class of mesh cells that is obtained in this way is not sufficient to
triangulate general domains. If one wants to use more general mesh cells
than parallelepipeds, then the class of admissible reference maps has to be
enlarged, see Remark 5.40. O
Definition 5.32. Polynomial space Q. Let z = (21,...,24)7 and denote
by a = (a1, ...,aq)T a multi-index. Then, the polynomial space @y, is given
by

d
Qk—span{Hx?i =x% : 0<a; <k for i—l,...,d}.
i=1

O

Ezxample 5.33. Q1 vs. Pi. The space Q1 consists of all polynomials that are
d-linear. Let d = 2, then it is

Ql = Spa‘n{17 T,Y, my}7

whereas
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Fig. 5.10 The finite element Q1 (K).

P, =span{1,z,y}.
O

Remark 5.34. Finite elements on d-rectangles. For simplicity of presentation,
the examples below consider d-rectangles. In this case, the finite elements
are just tensor products of one-dimensional finite elements. In particular, the
basis functions can be written as products of one-dimensional basis functions.

O

Ezample 5.35. Qo : piecewise constant finite element. Similarly to the Py
space, the space Qg consists of piecewise constant, discontinuous functions.
The functional is the value of the function in the barycenter of the mesh
cell K and it holds dim Qo (K) = 1. m]

Ezample 5.36. Q1 : conforming piecewise d-linear finite element. This finite
element space is a subspace of C(£2). The functionals are the values of
the function in the vertices of the mesh cell, see Figure 5.10. Hence, it is
dim Q, (K) = 2%

The one-dimensional local basis functions, which will be used for the tensor
product, are given by

u(2) = %(1 —8), (@) = %(1 +4).

With these functions, e.g., the basis functions in two dimensions are computed
by
o1(2)P1(9), d1(2)P2(9), P2(2)P1(9), H2(2)P2(9)-
The continuity of the functions of the finite element space @ is proved in
the same way as for simplicial finite elements. It is used that the restriction

of a function from Qi (K) to a face E is a function from the space Qp(FE),
kE>1. O
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Fig. 5.11 The finite element Q2(K).
L] ¥ L % L
. L]
. . . L]
. L4 . L]
. . . L]
L] L] . * * L . >
. LJ L] .
. . .

Fig. 5.12 The finite element Q3(K).

Ezxample 5.87. Qo : conforming piecewise d-quadratic finite element. It holds
that Q2 C C(£2). The functionals in one dimension are the values of the
function at both ends of the interval and in the center of the interval, see
Figure 5.11. In d dimensions, they are the corresponding values of the tensor
product of the intervals. Tt follows that dim Qo (K) = 3.

The one-dimensional basis function on the reference interval are defined
by

$1(2) = —

%@(1—@), ba(@) = (1—2)(1 +4), @(@):%(H@);ﬁ.

The basis function H'Ll $2(&;) is called cell bubble function. O

Ezample 5.38. Q3 : conforming piecewise d-cubic finite element. This finite
element space is a subspace of C(£2). The functionals on the reference interval
are given by the values at the end of the interval and the values at the points
& = —1/3, & = 1/3. In multiple dimensions, it is the corresponding tensor
product, see Figure 5.12. The dimension of the local space is dim Q3(K) = 4%.

The one-dimensional basis functions in the reference interval are given by
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Fig. 5.13 The finite element Q}°*(K).
B1(@) =~ (35 + DBE -1~ 1), a(#) = 1+ DB - (@ 1),
Ba(@) = e+ D@4 D - 1), Bald) = 13+ 1)(3 - (@ + 1),

]

Ezample 5.39. Q1°" : rotated non-conforming element of lowest order, Ran-
nacher—Turek element, Rannacher & Turek (1992): This finite element space
is a generalization of the PJ* finite element to quadrilateral and hexahedral
mesh cells. It consists of discontinuous functions that are continuous at the
barycenter of the faces. The dimension of the local finite element space is
dim Q'°*(K') = 2d. The space on the reference mesh cell is defined by

Q©t (K) = {p : pespanf{l,i,9,4° — §°}} for d = 2,
Qe (K) ={p : pespan{l, 2 4,2 &>— 9 4> — 2%} ford = 3.
1
Note that the transformed space
Q' (K) ={p=poFg',pe QP (K)}

contains polynomials of the form az? — by?, where a,b depend on F .
For d = 2, the local basis on the reference cell is given by

P 1P C B N PAUIE S YYPNPARIR. JOC S C AR ST
o1(2,7) = 8(9: ) 59+ 1 ®2(2,9) 8( )+2w+4,
Sy Sa2 ooy Lo 1o s 3 ey 1.1

—

5.6)

Analogously to the Crouzeix—Raviart finite element, the functionals can
be defined as point values of the functions in the barycenters of the faces,
see Figure 5.13, or as integral mean values of the functions at the faces.
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Consequently, the finite element spaces are defined in the same way as (5.4)
or (5.5), with P*(K) replaced by Q}°*(K).

In the code PARMOON Wilbrandt et al. (2017), the mean value oriented
Q@'°* finite element space is implemented for two dimensions and the point
value oriented Q° finite element space for three dimensions. For d = 3, the
integrals on the faces of mesh cells, whose equality is required in the mean
value oriented Q%°' finite element space, involve a weighting function which
depends on the particular mesh cell K. The computation of these weighting
functions for all mesh cells is an additional computational overhead. For this
reason, it was suggested in (Schieweck, 1997, p. 21) to use for d = 3 the
simpler point value oriented form of the Q%' finite element. O

Remark 5.40. Parametric mappings. The image of an affine mapping of the
reference mesh cell K = [—1,1]¢, d € {2, 3}, is a parallelepiped. If one wants
to consider finite elements on general d-quadrilaterals, then the class of ad-
missible reference maps has to be enlarged.

The simplest non-affine parametric finite element on quadrilaterals in two
dimensions uses bilinear mappings. Let K = [-1,1] and let

. Fl(&) a11 + a12@ + a13§ + a142y j ;
F — K ~ — R " N F: =1 27
x(@) (F?((‘B) az1 + ax® + af + axudy )T K c@ni=1

be a bilinear mapping from K on the class of admissible quadrilaterals. A
quadrilateral K is called admissible if

e the length of all edges of K is larger than zero,

e the interior angles of K are smaller than 7, i.e., K is convex.
This class contains, e.g., trapezoids and rhombi. O

Remark 5.41. Parametric finite element functions. The functions of the local
space P(K) on the mesh cell K are defined by p=po F I;l. These functions
are in general rational functions. However, using d-linear mappings, then the
restriction of Fx on an edge of K is an affine map. For instance, in the case
of the )1 finite element, the functions on K are linear functions on each edge
of K. It follows that the functions of the corresponding finite element space
are continuous, compare Example 5.26. O

5.4 Transform of Integrals

Remark 5.42. Motivation. The transformation of integrals from the reference
mesh cell to mesh cells of the grid and vice versa is used as well for the
analysis as for the implementation of finite element methods. This section
provides an overview of the most important formulae for transformations.
Let K C R? be the reference mesh cell, K be an arbitrary mesh cell, and
Fx : K — K with & = Fg (&) be the reference map. It is assumed that the
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reference map is a continuous differentiable one-to-one map. The inverse map
is denoted by F 1}1 : K — K. For the integral transforms, the derivatives
(Jacobians) of Fx and F' are needed

. i _ 0z,
DFg(&)i; = -, DFyt(x)ij = D
J J

ij=1,....d.
O

Remark 5.43. Integral with a function without derivatives. This integral trans-
forms with the standard rule of integral transforms

/ v(x) dm=/13(i) |det DFk ()| d, (5.7)
K K

where 9(2) = v(Fg (Z)). m|

Remark 5.44. Transform of derivatives. Using the chain rule, one obtains

70 = X g7 8135 = Vaile)- (07 @))

%

= ((pFg' (Fic(@))") - Vai(@), (5.8)
~ d )
@) = > S @5 = il@)- ((0F@)"),
= Vo(z) - ((DFK(FI}I(Q:)))T)Z_. (5.9)

The index ¢ denotes the i-th row of a matrix. Derivatives on the reference
mesh cell are marked with a symbol on the operator. O

Remark 5.45. Integrals with a gradients. Using the rule for transforming in-
tegrals and (5.8) gives

/ b(x) - Vu(x) dz
K

_ /K b(Fie(@)) - [(DF)" (Fie(@)] Vai(@)|det DFic()] di.  (5.10)

Similarly, one obtains
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/K Vu(z) - Vw(z) dz

= [ [0F) (kx@)] Vail@) - [(DF) (Fl@)] Tao(a)
« |det DFy (&)| di. (5.11)
Od

Example 5.46. Affine transform. The most important class of reference maps
are affine transforms (5.3), where the invertible matrix By and the vector b
are constants. It follows that

& = By' (x —b) = Bz — By'b.
In this case, there are
DFg = By, DFy'=By', detDFg =det(Bg).

One obtains for the integral transforms from (5.7), (5.10), and (5.11)

/ v(x) de = |det (BK)|/ o(z) dz, (5.12)
K
/b( ) Vo(@) da = |det (Bx |/ (F (@) - BT Vai(@) d, (5.13)
/w -Vw(x) de = |det (Bg) |/ Br'V:i(2) - Bl Vaw () da.
(5.14)
Setting v(x) = 1 in (5.12) yields

IKI

\det (By )| = (5.15)







Chapter 6
Interpolation

Remark 6.1. Motivation. Variational forms of partial differential equations
use functions in Sobolev spaces. The solution of these equations shall be
approximated with the Ritz method in finite-dimensional spaces, the finite
element spaces. The best possible approximation of an arbitrary function
from the Sobolev space by a finite element function is a factor in the upper
bound for the finite element error, e.g., see the Lemma of Cea, estimate (4.20).

This section studies the approximation quality of finite element spaces.
Estimates are proved for interpolants of functions. Interpolation estimates
are of course upper bounds of the best approximation error and they can
serve as factors in finite element error estimates. O

6.1 Interpolation in Sobolev Spaces by Polynomials

Lemma 6.2. Unique determination of a polynomial with integral
conditions. Let 2 be a bounded domain in R with Lipschitz boundary. Let
m € NU{0} be given and let for all derivatives with multi-indez o, || < m, a
value aq € R be prescribed. Then, there is a uniquely determined polynomial
p € P, (£2) such that

Oap(x) dx = aq, |a| <m. (6.1)
Q

Proof. Let p € Pp,(£2) be an arbitrary polynomial. It has the form

p(x) = Z bgxP.

|Bl<m

Inserting this representation in (6.1) leads to a linear system of equations Mb = a with

M = (Mag), Mag :/ B0z dz, b= (bp), a = (aa),
(P
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98 6 Interpolation

for ||, |B] < m. Since M is a squared matrix, the linear system of equations possesses a
unique solution if and only if M is non-singular.

The proof is performed by contradiction. Assume that M is singular. Then, there exists
a non-trivial solution of the homogeneous system. That means, there is a polynomial
q € Prn(2)\ {0} with

Oaq(z) de =0 for all |a| < m.
2

The polynomial g(x) has the representation g(x) = ZlﬁKm c5$6. Now, one can choose a
cg # 0 with maximal value |3|. Then, it is Ogq(x) = 005; const # 0, where C' > 0 comes
from the differentiation rule for polynomials, which is a contradiction to the vanishing of
the integral for dgq(x). ]

Remark 6.3. To Lemma 6.2. Lemma 6.2 states that a polynomial is uniquely
determined if a condition on the integral on {2 is prescribed for each deriva-
tive. m|

Lemma 6.4. Poincaré-type inequality. Denote by D*v(x), k € NU {0},
the total derivative of order k of a function v(x), e.g., for k =1 the gradient
of v(x). Let 2 be convex and be included into a ball of radius R. Let | € NU{0}
with k <1 and let p € R with p € [1,00). Assume that v € WHP(£2) satisfies

Oov(x) dz =0 for all |a| <1-1,
Q

then it holds the estimate

1D |1y < ORTF [P0l g

where the constant C does not depend on §2 and on v(x).

PTOOf. There is nothing to prove if k = [. In addition, it suffices to prove the lemma for
k =0 and | = 1, since the general case follows by applying the result to dqv().

Since (2 is assumed to be convex, the integral mean value theorem can be written in
the form

1
v(x) —v(y) = /0 Vo(te + (1 —t)y) - (x —y) dt, =,y € Q2.

Integration with respect to y yields

1
w@) [ay- [wway= [ [Vt 0-0w)- @) da.
Q 7] 2Jo
It follows from the assumption that the second integral on the left-hand side vanishes that
1 1
v(x) = —/ / Vu(te + (1 —t)y) - (& —y) dt dy.
192l Ja Jo

Now, taking the absolute value on both sides, using that the absolute value of an integral is
estimated from above by the integral of the absolute value, applying the Cauchy—Schwarz
inequality for vectors (3.3), and the estimate ||@ — y||, < 2R yields
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1 1
(@) = = ]/ [ vetie+ - 09) (@) dtay
12/ [Ja Jo

1 1
< ‘ﬁA_/O ‘V’U(t:l?+(17t)y).(m7y)‘ dt dy

2R
92|

1
[ 1t - owll, aay. (6.2)
0J0

Then, (6.2) is raised to the power p and integrated with respect to . One obtains with
Hélder’s inequality (3.4), with p~! + ¢~ 1 =1 = p/q—p=p(1/q¢—1) = —1, that

[ e ae< 8 [ </Q/Ol Vot + (1 - )l de dy)pdw
L )

|2|p/a

1
X (/ / ([Vu(tz + (1 — t)y)||5 dt dy) ] dx
2J0

CRP !
= 0] </ / IVo(te + (1 — t)y)|15 dt dy) dz.
2 \JaJo

Applying the theorem of Fubini allows the commutation of the integration

/Q [v(x)P de < %R‘p /01 /Q (/3:2 IVote + (1 — t)y)|15 dy) dzx dt.

Using the integral mean value theorem in one dimension gives that there is a ¢ty € [0, 1]

such that
P CRP P
[o(z)|” de < ——- IVotom + (1 —to)y)|l3 dy | de.

The function ||Vv(z)||5 will be extended to R? by zero and the extension will be also
denoted by ||[Vo(x)||5. Then, it is

A

IN

CRP

[w@r ae< S ([ i9ston 0 - 0wl ay)ae 63

Let to € [0,1/2]. Since the domain of integration is R?, a substitution of variables
tox + (1 — to)y = 2z can be applied and leads to

/ [Vo(tox + (1 —to)y)ll5 dy = / Vo) dz < 2(Voll], o)
(£2)
R4 Rd

1—to

since 1/(1 — tp) < 2. Inserting this expression in (6.3) gives

[ p@P de <20m 19,

If to > 1/2 then one changes the roles of @ and y, applies the theorem of Fubini to
change the sequence of integration, and uses the same arguments. |
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Remark 6.5. On Lemma 6.4. Lemma 6.4 proves an inequality of Poincaré-
type. It says that it is possible to estimate the LP({2) norm of a lower deriva-
tive of a function v(x) by the same norm of a higher derivative if the integral
mean values of some lower derivatives vanish.

An important application of Lemma 6.4 is in the proof of the Bramble!—
Hilbert? lemma. The Bramble-Hilbert lemma considers a continuous linear
functional that is defined on a Sobolev space and that vanishes for all poly-
nomials of degree less than or equal to m. It states that the value of the
functional can be estimated by the Lebesgue norm of the (m + 1)th total
derivative of the functions from this Sobolev space. m|

Theorem 6.6. Bramble—Hilbert lemma. Let m € NU {0}, p € [1, 00,
and F : W™HLP(0Q) — R be a continuous linear functional, and let the
conditions of Lemma 6.2 and Lemma 6.4 be satisfied. Let

F(p) =0 Vpe Pm(“Q)7
then there is a constant C(§2), which is independent of v and F', such that

[F)] < C(Q) [ D™ 0|, Y oeWmTHP(0Q).

)

Proof. Let v € Wm+Lp(0). It follows from Lemma 6.2 that there is a polynomial from
Py, (£2) with

/ Oa(v+p)(x) de =0 for |af < m.
2

Lemma 6.4 gives, with [ = m + 1 and considering each term in H‘HWWHm(Q) individually,
the estimate

[lv +P||wm+1,p(n) <C() HDerl(U +p)||Lp(Q) =C(9) ||Dm+1UHLp(Q) .
From the vanishing of F for p € P, (£2) and the continuity of F', it follows that

|F(v)| = [F(v+p)| < Cllo+pllymerp(oy < CW2) [ D™ 0| 1, 0 -

Remark 6.7. Strategy for estimating the interpolation error. The Bramble—
Hilbert lemma, more precisely Lemma 6.4, will be used for estimating the
interpolation error for finite elements. The strategy is as follows:

e Show first the estimate on the reference mesh cell K.

e Transform the estimate on an arbitrary mesh cell K to the reference mesh

cell K.

e Apply the estimate on K.

e Transform back to K.
One has to study what happens if the transforms are applied to the estimate.

O

1 James H. Bramble, born 1930
2 Stephen R. Hilbert
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Remark 6.8. Assumptions, definition of the interpolant. Let K C Re,d €
{2,3}, be a reference mesh cell (compact polyhedron), P(K) a polynomial
space of dimension N, and &,,..., &y : C*(K) — R continuous linear
functionals. It will be assumed that the space P(f( ) is unisolvent with respect
to these functionals. Then, there is a local basis gbh e ngN € P(K)

Consider ¥ € C*(K), then the interpolant 1,0 € P(K) is defined by
N
= Z ¢1(6)¢1 (i:)
i=1
The operator I is a continuous and linear operator from C* (K) to P(K).

From the linearity, it follows that I, is the identity on P(K)

Ezample 6.9. Interpolation operators.
e Let K C R? be an arbitrary reference cell, P(K) = Py(K), and

0= L [ 00
[
The functional & is bounded, and hence continuous, on C°(K) since

q%f;_

&) da < ’ meax|v( z)| = ‘|1A’HCO(R)'

For the constant function 1 € Py(K), it is #(1) = 1 # 0. Hence, i(ﬁ} =
{1} is the local basis and the space is unisolvent with respect to @. The
operator

140(&) = B(0)d(2) — ‘;{‘ | i@ da

is an integral mean value operator, i.e., each continuous function on K will
be approximated by a constant function whose value equals the integral
mean value, see Figure 6.1

o It is possible to define #(d) = (&) for an arbitrary point &, € K.
This functional is also linear and continuous in C°(K). The interpolation
operator I defined in this way interpolates each continuous function by
a constant function whose value is equal to the value of the function at
X, see also Figure 6.1.
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02 ——
integral mean -
value at x_0=0

1 05 o 05 1

Fig. 6.1 Interpolation of x2 in [—1, 1] by a Py function with the integral mean value and
with the value of the function at xg = 0.

Interpolation operators which are defined by using values of functions, are
called Lagrangian interpolation operators.
This example demonstrates that the interpolation operator I; depends on
P(K) and on the functionals &;. O

Theorem 6.10. Interpolation error estimate on a reference mesh
cell. Let P,(K) c P(K), let p € [1,00), and let 3 € N U {0} such that
(m+1—=8p>d>(m—3§)p and § > s, where s appears in the definition of
the interpolation operator. Then there is a constant C' that is independent of
(&) such that

16 = Iz 0l wosro iy < CID™ 0 VioeWntP(K).  (6.4)

LP(K)
PTOOf. Since K is bounded, one has the Sobolev imbedding, Theorem 3.52,

wmthe(R) = W(m+l—§)+§,p(f() — C3(K).
Because K is convex, the imbedding C*(K) — C*(K) is compact, see (Adams, 1975,
Theorem 1.31), such that the interpolation operator is well defined in Wwm+Lp(K). From
the identity of the interpolation operator in P, (K), the triangle inequality, the bound-

edness of the interpolation operator (it is a linear and continuous operator mapping
C*(K) — P(K) c WmtLP(K)), and the Sobolev imbedding, one obtains for § € P, (K)

[[o— Ikﬁ}|w7't+1,p(k) =lo+a-I1z(0+ ‘f)me“,p(f(}
S +dllyymere gy + |15+ ﬁ)me+1.p(k)
< 11+ il iy + C 19+ dll o i)
< Clv+ lfHWerl-,p(i() .

Now, ¢(&) is chosen such that
/ Oa(0+4)de=0 V|a|]<m
K

holds. Hence, the assumptions of Lemma 6.4 are satisfied. It follows that
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9+ by < 100+ Dl oy = D™ 0] o gy

Definition 6.11. Quasi-uniform and regular family of triangulations,
(Brenner & Scott, 2008, Def. 4.4.13). Let {7"} with 0 < h < 1, be a family
of triangulations such that

max hx < h diam({2),
KeTh

where hg is the diameter of K = Fg(K), i.e., the largest distance of two
points that are contained in K. The family is called to be quasi-uniform, if
there exists a C' > 0 such that

Kneli71_1h pr > Ch diam(£2) (6.5)

for all h € (0,1], where pk is the diameter of the largest ball contained in K.
The family is called to be regular, if there is exists a C' > 0 such that for
all K € T" and for all h € (0, 1]

pr > Chg.
]

Remark 6.12. Assumptions on the reference mapping and the triangulation.
For deriving the interpolation error estimate for arbitrary mesh cells K, and
finally for the finite element space, one has to study the properties of the
mapping from K to K and of the inverse mapping. Here, only the case of
an affine family of finite elements whose mesh cells are generated by affine
mappings
Frgx = Bgx + b,

will be considered, see (5.3), where By is a non-singular d x d matrix and b is

a d vector. For the global estimate, a quasi-uniform family of triangulations
will be considered. m|

Lemma 6.13. Estimates of matrix norms. For each matriz norm |-||,
one has the estimates

Bkl < Chi, |Bg'| < Chil, (6.6)

where the constants depend on the matriz norm.

Proof. Since K is a Lipschitz domain with polyhedral boundary, it contains a ball B(&o,r)
with &p € K and some r > 0. Hence, & + % € K for all lgll; = r. It follows that the
images

xo = Bg®o+b, == Bg(®o+9)+b==x0+ Br¥y

are contained in K. Hence, one obtains for all ¢
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1Bxglly = ll® —zolly < hx.

Now, it holds for the spectral norm that

. 1 5 hi
Bk lly = sup 1B 2ll, = - sup [ Brzll, < o

[[2]lo=1 z||g="

A bound of this form, with a possible different constant, holds also for all other matrix
norms since all matrix norms are equivalent, see Remark 3.34.
The estimate for HB;<1 H proceeds in the same way with interchanging the roles of K

and K. |

Theorem 6.14. Local interpolation estimate. Let an affine family of
finite elements be given by its reference cell K the functionals {@ }, and a
space of polynomials P(K) Let all assumptions of Theorem 6.10 be satisfied.
Then, for all v € W™HLP(K), p € [1,00), there is a constant C, which is
independent of v, such that

[D*(0 = Ixcv)| 1 gy < CRETF || 0<k<m+1. (6.7)

UHLP(K)’

PTOOf. The idea of the proof consists in transforming the left-hand side of (6.7) to the
reference cell, using the interpolation estimate on the reference cell, and transforming back.

t). Denote the elements of the matrices Bx and By by b;; and b( ), respectively.
Since || Bk ||, = max; j |bs;| is also a matrix norm, it holds that

|bs;| < Chr,

(6.8)

Using element-wise estimates for the matrix Bx (Leibniz formula for determinants), one
obtains
|det Bxc| < Ch%, |det B'| < Chip®. (6.9)

#). The next step consists in proving that the transformed interpolation operator is
equal to the natural interpolation operator on K. The latter one is given by

N
Igv = Zq’K,i(v)(z’K,iv (6.10)
i=1
where {¢ ;} is the basis of the space
PK)={p: KR :p=poFy' pePK)},
which satisfies @k ;(¢k,;) = di;. The functionals are defined by
P i(v) = bi(vo Fi) = &; (d). (6.11)
Hence, it follows for v = (ij o FEI from the condition on the local basis on K that
Dr,i(dj 0 Fie') = $i(ey) = bij,

i.e., the local basis on K is given by ¢x ; = qAbj o F;l. Using (6.11) and (6.10), one gets
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N
I}'(ﬁ:z U)(bz Z‘pkz(vOF )¢K1°FK—<Z¢K1(U)¢K1>O K

i=1 i=1 i=1
=v

:IKUOFK.

Consequently, I ;9 is transformed correctly.
iii). One obtains with the chain rule

av(m ia a:)b( y o) :iav(w)b

o, © 0w, oz,

Jj=1 Jj=1
It follows with (6.8) that (with each derivative one obtains an additional factor of By or
B;{l, respectively)
—k ~fn
D8], < Crit [Dote)

|DEo@)||, < OB [|DEu(@)]], -

One gets with (6.9)

/ | DEv()||} dmgCh,;’“P\deth/ |DEo(@)||} da gc*h;{’““d/ |DEo(@)|; da
K K K

(6.12)
and

/ | DEo)|? dﬁ:gCh’;ﬂdetB;{l|/ | DE ()% dmg(,*h’;g’*d/ | DEv()|[} de.
JK JK K

(6.13)
Using now the interpolation estimate on the reference cell (6.4) yields
k(s ([P
|DE@® — 14 Loy < 0<k<m+1. (6.14)
It follows with (6.12), (6.14), and (6.13) that
—kp+d ~
HD!;(U_IKU)HLP(K) < Chy p+ ||Dk(v_IAU)HZP(f<)
kp+d +1g
< O Dl
(m+1—k)p +1
< Chy | Dz ”HL:J(K)
Taking the p-th root proves the statement of the theorem. |

Remark 6.15. On estimate (6.7).
e Note that the power of hx does not depend on p and d.
e Consider a quasi-uniform triangulation and define

h= hyl.
;?“Ea%i{ K}

Then, one obtains by summing over all mesh cells an interpolation esti-
mate for the global finite element space
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1/p
HDk('U_Ihv)HLP(Q) = Z HDk(U_IK’U)HiP(K)
KeTh
1/p
< Z ChygH1=hr HDmH“Hip(K)
KeTh
< CROTER DT || o (6.15)

O

Corollary 6.16. Finite element error estimate. Let u(x) be the solu-
tion of the model problem (4.10) with w € H™1(2) and let u"(x) be the
solution of the corresponding finite element problem. Consider a family of
quasi-uniform triangulations and let the finite element spaces V" contain
polynomials of degree m. Then, the following finite element error estimate
holds

h 1
[V (= u")| L2y < CP™ [|[D™ ]| oy ) = CH™ [ul nir () - (6.16)
Proof. The statement follows by combining Lemma 4.13 (for V = H}(£2)) and (6.15)
inf

”Uh'evh
SNV(u = Ihu)llp2 (o) < CR™ [ulgmy(g) -

HV(u—uh)H V(u—nv

L2(2) h)||L2(_Q)

Remark 6.17. To (6.16). Note that Lemma 4.13 provides only information
about the error in the norm on the left-hand side of (6.16), but not in other
norms. o

6.2 Inverse Estimate

Remark 6.18. On inverse estimates. The approach for proving interpolation
error estimates can be used also to prove so-called inverse estimates. With
inverse estimates, a norm of a higher order derivative of a finite element
function is estimated by a norm of a lower order derivative of this function.
Likewise, norms in different Lebesgue spaces are estimated. One obtains as
penalty a factor with negative powers of the diameter of the mesh cell. O

Theorem 6.19. Inverse estimate. Let 0 < k < [ be natural numbers
and let p,q € [}, oo]. Then there is a constant Ciyy,, which depends only on
k,l,p,q, K, P(K), such that

1

1D |y < G DA 0 ¥ 0t € PUK). (6.17)
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Proof. In the first step, (6.17) is shown for hi =1 and k = 0 on the reference mesh cell.
Since all norms are equivalent in finite-dimensional spaces, one obtains

1D%" | Loy < 19" lwragiy < C 19" oiy V0" € PUED. (6.18)

If kK > 0, then one sets
P(K) ={0a®" : " € P(K),|a| = k},

which is also a space consisting of polynomials. The application of (6.18) to P(K) gives

}Lq(f() = Z HDZ?Jc (a"‘ﬁh” LI(R) =c Z “80‘73h||m(f<)
|o|=Fk || =k

= D5 -

Io'st

This estimate is transformed to an arbitrary mesh cell K analogously as for the interpo-
lation error estimates, compare the proof of Theorem 6.14. From the estimates (6.12) and
(6.13) for the transformations, one obtains

HDlvhHLq(K) < ChI;H—d/q Hle’h

< Ch [ DR |,

}LQ(k) (K)

< Cinvh];(_l+d/q_d/p ||DkvhHLP(K} :
|

Remark 6.20. On the proof. The crucial point in the proof is the equivalence
of all norms in finite-dimensional spaces. Such a property does not hold in
infinite-dimensional spaces. O

Corollary 6.21. Global inverse estimate. Let p = q and let {Th} be a
quasi-uniform family of triangulations of §2, then

HDl”hHthr(n) < Cinyh*™! HDkvhHLr,h(m , (6.19)

where
1/p

Flzonay = [ 32 10,

KeTh

Remark 6.22. On ||| p.n (- The cell-wise definition of the norm is important
for £ > 2 or | > 2 since in these cases finite element functions generally do
not possess the regularity for the global norm to be well defined. It is also
important for [ > 1 and non-conforming finite element functions. o






Chapter 7

Finite Element Methods for Second
Order Elliptic Equations

7.1 General Convergence Theorems

Remark 7.1. Motivation. In Section 5.1, non-conforming finite element meth-
ods have been introduced, i.e., methods where the finite element space V" is
not a subspace of V', which is the space in the definition of the continuous
variational problem. The property V* ¢ V is given for the Crouzeix-Raviart
and the Rannacher—Turek element. Another case of non-conformity is given
if the domain does not possess a polyhedral boundary and one has to apply
some approximation of the boundary.

For non-conforming methods, the finite element approach is not longer
a Ritz method. Hence, the convergence proof from Theorem 4.14 cannot be
applied in this case. In addition, in practice, one is interested also in the order
of convergence in other norms than ||-||,, or one has to take into account that
the values of the bilinear or linear form need to be approximated numerically.
The abstract convergence theorem, which will be proved in this section, allows
the numerical analysis of complex finite element methods. a

Remark 7.2. Notations, Assumptions. Let {h > 0} be a set of mesh widths
and let S, V" normed spaces of functions which are defined on domains
{0" c R?}. It will be assumed that the space S" has a finite dimension
and that S" and V" possess a common norm ||-||,. In the application of the
abstract theory, S” will be a finite element space and V" is defined such that
the restriction and/or extension of the solution of the continuous problem to
" is contained in V", The index h indicates that V" might depend on h but
not that V" is finite-dimensional. Strictly speaking, the modified solution of
the continuous problem does not solve the given problem any longer. Hence,
it is consequent that the continuous problem does not appear explicitly in
the abstract theory.
Given the bilinear forms

109
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al: 8" x Sh S R,
a s (Sh VM x (8" + V) S R
Let the bilinear form a” be regular in the sense that there is a constant m > 0,

which is independent of h, such that for each v € S* there is a w € S"
with ”wh”h =1 such that

mthHh < a(vh wh). (7.1)

This condition is equivalent to the requirement that the stiffness matrix A
with the entries a;; = a”(¢;, ¢:), where {¢;} is a basis of S”, is uniformly
non-singular, i.e., its regularity is independent of h. For the second bilinear
form, only its boundedness will be assumed

@ (u,v) < Mjully oll, ¥ e s+ V" (7.2)

Let the linear functionals {f"(-)} : S* — R be given. Then, the following
discrete problems will be considered: Find u" € S" with

a(u, o) = frh) Vol e st (7.3)

Because the stiffness matrix is assumed to be non-singular, there is a unique
solution of (7.3). O

Theorem 7.3. Abstract finite element error estimate. Let the condi-
tions (7.1) and (7.2) be satisfied and let u be the solution of (7.3). Then,
the following error estimate holds for each i € V?

sh(,h h h(,h h
-~ h . ~ __h ’a (U , W )70‘ (’U , W )}
Iz uHﬁ%&éh{““ Vil e, o,

al (@, wh) — fr(wh
o @) — )

wheSh ”whHh

with C = C(m, M).
Proof. Because of (7.1), there is for each v € S* a w" € S* with HwhHh =1 and
m ||uh — vh”h < al(uh —o" wh).
Using the definition of u* from (7.3), one obtains
m ||uh — vhHh < fAwh) = (ot wh) + @t (P, wh) + @t (@ — ot wh) — @ (a, wh).
From (7.2) and HwhHh =1, it follows that
a(a — " wh) < M |a—o", .

Rearranging the terms appropriately and using ||wh/ HwhHh”h =1 gives
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~h(,h hy _ ,h(yh h
il = o, < 0 a4 sy ECRE) et ]

whesh [l [,
shim . kY _ fh(, h
+ sup o (@ w )h I (7.5)
whesh "],
Applying the triangle inequality
[ =u,, < lla=o"]], +[u" = "],
and inserting the estimate (7.5) gives (7.4). ]

Remark 7.4. To Theorem 7.3.
e An important special case of this theorem is the case that the stiffness
matrix is uniformly positive definite, i.e., the condition

m thHi <a'(" vy Vol e st (7.6)

is satisfied. Dividing (7.6) by ||v" | , Teveals that condition (7.1) is implied
by (7.6).

o If the continuous problem is also defined with the bilinear form a"(-,-),
then

‘Elh(’t)h,wh) _ ah(vh’wh)‘
sup ’
whesh f|w Hh

can be considered as consistency error of the bilinear forms and the term

|a" (@, w") — f"(wh)]
sup -
whesh ||w Hh

as consistency error of the right-hand sides.
O

Theorem 7.5. First Strang' lemma Let S” be a conforming finite element
space, i.e., S* C V., with ||-||,, = |||y, and let the space V" be independent of
h. Consider a continuous problem of the form

a"(u,v) = f(v) Yovev,

then the following error estimate holds

Hu—uth<C inf {Hu—vhHV+ sup

o whesh whesh l[w" [l
h h(,h
w") — w
P R (UG}
whesh [[w™ ([,
Proof. The statement of this theorem follows directly from Theorem 7.3. ]

1 Gilbert Strang, born 1934
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7.2 Finite Element Method with the Non-conforming
Crouzeix—Raviart Element

Remark 7.6. The continuous problem. Let £2 C R%, d € {2,3}, be a bounded
domain with polygonal Lipschitz boundary. Let

Lu=f inf2, u=0 ondf, (7.7)
where the operator is given by

Lu= -V - (AVu)

with
A(z) = (aij(:z:))?’j:l, a;; € WP (), p > d, (7.8)

It will be assumed that there are two positive real numbers m, M such that
m €l < €T A@)E < M€ll; VEERz e (7.9)

From the Sobolev inequality, Theorem 3.52, it follows that a;; € L*(£2).
With

a(u, v) = /Q (A(2)Vu(e)) - Vo(e) dz

and the Cauchy—Schwarz inequality, one obtains
la(u, v)| < Al o) /Q Vu(z) - Vo(z)| de < C|Vullpz2o) [Vl gz

for all u,v € H}(£2). In addition, it follows from (7.9) that
m | Vul 7 < a(u,u) Y u e Hy(R2).

Hence, the bilinear form is bounded and elliptic. Using the Theorem of Lax
Milgram, Theorem 4.5, it follows that there es a unique weak solution u €
H}(02) of (7.7) with

a(u,v) = f(v) Yo € H YD)
O

Remark 7.7. Assumptions and the discrete problem. The non-conforming
Crouzeix—Raviart finite element PJ° was introduced in Example 5.30. To
simplify the presentation, it will be restricted here on the two-dimensional
case. In addition, to avoid the estimate of the error coming from approximat-
ing the domain, it will be assumed that (2 is a convex domain with polygonal
boundary. It can be shown that in this case the boundary is Lipschitz.
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Fig. 7.1 Function from PJ°.

Let 7" be a regular triangulation of 2 with triangles. Let PP (nc —
non-conforming) be denote the finite element space of piecewise linear func-
tions which are continuous at the midpoints of the edges. This space is non-
conforming if it is applied for the discretization of a second order elliptic
equation since the continuous problem is given in H}(£2) and the functions
of H}(£2) do not possess jumps. The functions of P have generally jumps,
see Figure 7.1, and they are not weakly differentiable. In addition, the space
is also non-conforming with respect to the boundary condition, which is not
satisfied exactly. The functions from PJ*® vanish in the midpoint of the edges
at the boundary. However, in the other points at the boundary, their value
is generally not equal to zero.

The bilinear form

o, v) = / (A(2)Vu(e)) - Vo(z) de
2
will be extended to Hg(£2) + PR by

a(w) = 3 /(A(a:)Vu(a:))-Vv(m) de ¥ uve HY(Q)+ P,
Kerh 'K

Then, the non-conforming finite element method is given by: Find u* € Pp¢
with
a(uh, o) = (f,0") Vot e Ppe.

The goal of this section consists in proving the linear convergence with

respect to h in the energy norm |||, = (a”(-, ~))1/2. It will be assumed that
the solution of the continuous problem (7.7) is smooth, i.e., that u € H2({2),
that f € L2(£2), and that the coefficients a;j(x) are weakly differentiable
with bounded derivatives. d
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Remark 7.8. The error equation. The first step of proving an error estimate
consists in deriving an equation for the error. To this end, multiply the contin-
uous problem (7.7) with a test function from v” € PP, integrate the product
on {2, and apply integration by parts on each triangle. This approach gives

(f,o") = — Z V- (A(z)Vu(z)) v"(x) dz

Il
S
=
z
<
£
2
<
<
=~
5
IS
8

= a"(u,v") — $)Vu(s)) - ng(s)v"(s) ds
— a"(u,0") KEZﬂ/@}((A()V()) K(s)o"(s) ds,

where ng is the unit outer normal at the edges of the triangles. Subtracting
the finite element equation, one obtains

a(u—ul, ") = K;h /6K (A(s)Vu(s))-ng(s)v"(s)ds VYol € PP (7.10)

O

Lemma 7.9. Estimate of the right-hand side of the error equation
(7.10). Assume that u € H?(2) and a;; € WH°(£2), 4,7 = 1,2, then it is

/ A(5)Vu(s) - nc(s)0" (5) ds| < Chllul oo "], -
Ken /0K

Proof. Every edge of the triangulation which is in 2 appears exactly twice in the boundary
integrals on OK. The corresponding unit normals possess opposite signs. One can choose
for each edge one unit normal and then one can write the integrals in the form

)3 /E A Tuts) me )] ds =3 /E (A(5)Vu(s)) - m(s) [[o"[] , (s) ds,

where the sum is taken over all edges { E'}. Here, [|vhH  denotes the jump of vl

[[o"[] 5 (5) = {”hlfﬁ(s) i) sEBCQ,
E vh(s) s€ ECon,

where ng is directed from Kj to Kz or it is the outer normal on 9f2. For writing the
integrals in this form, it was used that Vu(s), A(s), and ng(s) are almost everywhere
continuous, such that these functions can be written as factor in front of the jumps. Because
of the continuity condition for the functions from P} and the homogeneous Dirichlet
boundary condition, it is for all v" € PP that th” g (P) = 0 for the midpoints P of all
edges. From the linearity of the functions on the edges, it follows that
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Y
1
€y
r=* .
K, E K
-1 1 v
Fig. 7.2 Reference configuration.
/ [[o"[] 5 (s) ds=0 V E. (7.11)
B

Let E be an arbitrary edge in 2 which belongs to the triangles K; and Ks. The next
goal consists in proving the estimate

’/E (A(s)Vu(s)) -ng(s) th”E (s) ds

< Chllullgz k) (vah||L2(K1) + ||VvhHL2(K2)> : (7.12)

To this end, one uses a reference configuration (Kl, Ko, E‘), where K7 is the unit triangle
and Ky is the triangle that is obtained by reflecting the unit triangle at the y-axis. The
common edge E is the interval (0,1) on the y-axis. The unit normal on E will be chosen
to be the Cartesian unit vector ez, see Figure 7.2. This choice is the other way around
than in the definition of the jump, but it is just for simplicity of notation and it does not
influence the estimate. The reference configuration can be transformed to (K1, K2, E) by
a map which is continuous and on both triangles K; affine. For this map one, can prove
the same properties for the transform as proved in Chapter 6.

Using (7.11), the Cauchy—Schwarz inequality, and the trace theorem, one obtains for
an arbitrary constant o € R

/E (A(3)Va(3)) - ea [|@hHE ds = /E ((AG)Va(3)) ex — @) [|@hHE ds

< C||(AVa) - ex oh] (7.13)

*o‘”Hl(kl) Il E’HL2(E)

In particular, one can choose « such that
/ ((AGB)Va(3)) - ex — @) ds =0.
E

Using first that (a2 + b2)'/2 < a + b for a,b > 0, then the L2(£2) term in the first factor
of the right-hand side of (7.13) can be bounded using the estimate from Lemma 6.4 for
k=0 and ! =1 and the choice of «
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[[(Ava) e *a”Hl(f(l)

< (”(AVQ) Texr — a“L?(kl) +[|V ((AVa) - ex — “)”Lz(kl))
< CHV ((AVﬁ) €x *o‘)”w(kl)

=Clv ((Ava) 'ex)”m(kl)'

To estimate the second factor, the trace theorem and the equivalence of norms in finite-
dimensional spaces are applied

I

ﬁh

Tl oy < (18" L ey + 16" L )
< O (199" 2y 199" L2 iy ) (7.14)

To apply the norm equivalence, one has to prove that the terms in the last line are in
fact norms. Let the terms in the last line be zero, then it follows that 9" = ¢; in K1 and
" = ¢y in Ky. Because 9" is continuous in the midpoint of E‘, one finds that ¢; = ¢2 and
consequently that ['f) HE = 0. Hence, also the left-hand side of the estimate is zero. It
follows that the right-hand side of estimate (7.14) defines a norm in the quotient space of
Pp¢ with respect to H'Dh” 5=

Altogether, one obtains for the reference configuration

’/ (A(B)Vu(d)) - ex [|0"]] 5 d3
E

< O ((AVw) ) | 2y (199" 2y + 198" |2 i) -

This estimate has to be transformed to the triple (K7, K2, F). In this step, one gets for
the integral on the edge the factor C' (Ch for V and Ch~! for d3). For the product of the
norms on the right-hand side, one obtains the factor Ch (Ch for the first factor and C' for
the second factor). In addition, one uses that A(s) and all first order derivatives of A(s)
are bounded to estimated the first term on the right-hand side (ezercise). In summary,
(7.12) is proved.

The statement of the lemma follows by summing over all edges and by applying on the
right-hand side the Cauchy—Schwarz inequality. |

Theorem 7.10. Finite element error estimate. Let the assumptions of
Lemma 7.9 be satisfied, then it holds the following error estimate

lu = w"[[; < Chull g2 | = w|l, + Ch2 oy -
Proof. Applying Lemma 7.9, it follows from the error equation (7.10) that
|a"(u—u”, oM)| < Chlullyz(g) [|0"]], VYo" € PPe.
Let I" : H}(£2) — PP be an interpolation operator with optimal interpolation order

in ||-||,,- Then, one obtains with the Cauchy—Schwarz inequality, the triangle inequality,
and the interpolation estimate
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Hufuh”i =a"(u—u u—u) =a(u—u u— ") + o (=P T — W)
< ‘ah(u—uh,u— Ihu)‘ +Ch\|u|\Hz<Q> thu—uh”h

< [l = u|, lu = I"ul],, + Chllull g2y (|17w = ul, + [Ju = u"],)
< Chllu— "], Null 2y + Chlull g2y (Bllullgaey + [lu—u"],)
|

Remark 7.11. To the error estimate. If h is sufficiently small, than the second
term of the error estimate is of higher order and this term can be absorbed
in the constant of the first term. One obtains the asymptotic error estimate

H“ - “hHh < Chllull g2 (g ;

i.e., first order convergence. a

7.3 L?(£2) Error Estimate

Remark 7.12. Motivation. A method is called quasi-optimal in a given norm,
if the order of the method is the same as the optimal approximation order.
Already for one dimension, one can show that at most linear convergence
in H'(£2) can be achieved for the best approximation in P;. This statement
can be already verified with the function v(z) = z2. Hence, all considered
methods so far are quasi-optimal in the energy norm.

However, the best approximation error in L2({2) is of one order higher
than the best approximation error in H(§2). A natural question is whether
finite element methods converge also of higher order with respect to the error
in L2({2) than with respect to the error in the energy norm.

In this section, it will be shown that one can obtain for finite element
methods a higher order of convergence in L?({2) than in H'({2). However,
there are more restrictive assumptions to prove this property in comparison
with the convergence proof for the energy norm. m|

Remark 7.13. Model problem. Let 2 C R, d € {2,3}, be a convex polyhedral
domain with Lipschitz boundary. The model problem has the form

—Au=f inf2, u=0 ondf. (7.15)

For proving an error estimate in L?({2), the regularity of the solution of (7.15)
plays an essential role. O

Definition 7.14. m-regular differential operator. Let L be a second or-
der differential operator. This operator is called m-regular, m > 2, if for all
f € H™2(9) the solutions of Lu = f in £2, u = 0 on 942, are in the space
H™(£2) and the following estimate holds
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lull g2y < CNFl prm—2(2) + C lull g () - (7.16)
O

Remark 7.15. On the m-reqularity.
e The definition is formulated in a way that it can be applied also if the
solution of the problem is not unique.
e For the Laplacian, the term [|ul| ;1) can be estimated by || f]| 12 (g) such
that with (7.16) one obtains (ezercise)

lull g2y < ClIf 2y -

e Many regularity results can be found in the literature. Loosely speaking,
they say that regularity is given if the data of the problem (coefficients
of the operator, boundary of the domain) are sufficiently regular. For
instance, an elliptic operator in divergence form (A = V - (AV)) is 2-
regular if the coefficients are from WP(£2), p > 1, and if 912 is a C?
boundary. Another important result is the 2-regularity of the Laplacian
on a convex domain. A comprehensive overview on regularity results can
be found in Grisvard (1985).

O

Remark 7.16. Variational form and finite element formulation of the model
problem. The variational form of (7.15) is: Find u € H}(£2) with

(Vu, Vo) = (f,v) Yo e H}(02).

The P; finite element space, with zero boundary conditions, will be used for
the discretization. Then, the finite element problem reads as follows: Find
u" € Py such that

(Vul, Voly = (f,0") Vol e P (7.17)
O

Theorem 7.17. Finite element error estimates. Let u(x) be the solution
of (7.15), let (7.15) be 2-regular, and let u"(x) be the solution of (7.17).
Then, the following error estimates hold

IV (= ")l o) < CR ISl 200y
Hu - uhHL2(Q) S Ch2 HfHLz(Q) .
Proof. With the error estimate in H*(£2), Corollary 6.16, and the 2-regularity, one obtains
[V (u—- Uh)HL2(Q) S Chlullgzo) < ChllfllLz(0) - (7.18)

For proving the L2(f2) error estimate, let w € H}(£2) be the unique solution of the
so-called dual problem
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(Vo,Vw) = (u—u",v) Yove Hi(R).

For a symmetric differential operator, the dual problem has the same form like the original
(primal) problem. Hence, the dual problem is also 2-regular and it holds the estimate

[wll g2y < C|Ju— “h”m(m :

For performing the error estimate, the Galerkin orthogonality of the error is utilized
(V(u—u), Vo) = (Vu, Vo) — (Vul, Vol) = (f,0") = (f,0") =0

h h

for all v € P;. Now, the error u — u”" is used as test function v in the dual problem.
Let I"w be the interpolant of w in Py. Using the Galerkin orthogonality, the interpolation
estimate, and the regularity of w, one obtains

flu — uhuim) = (V(u— "), V) = (V(u — u"), V(w — I"w))

<|vu- “h)HLz(n) [V (w — Ihw)HLz(n)

< Ch ”wHH2{Q) Hv(u - uh)“[}(g)

< Chllu— “hHL2(Q) [V (u— uh)HLZ(Q) :

Finally, division by Hu —uh H £2(2) and the application of the already known error estimate

(7.18) for HV(u — uh)HLQ(Q) are used for completing the proof of the theorem. ]

7.4 Outlook

Remark 7.18. Outlook to forthcoming classes. This class provided an intro-
duction to numerical methods for solving partial differential equations and
the numerical analysis of these methods. There are many further aspects that
will be covered in forthcoming classes.

Further aspects for elliptic problems.

e Adaptive methods and a posteriori error estimators. It will be shown how
it is possible to estimate the error of the computed solution only using
known quantities and in which ways one can decide where it makes sense
to refine the mesh and where not.

e Multigrid methods. Multigrid methods are for certain classes of problems
optimal solvers.

e Numerical analysis of problems with other boundary conditions or taking
into account quadrature rules.

Time-dependent problems. As mentioned in Remark 1.7, standard ap-
proaches for the numerical solution of time-dependent problems are based
on solving stationary problems in each discrete time.

e The numerical analysis of discretizations of time-dependent problems has
some new aspects, but also many tools from the analysis of steady-state
problems are used.
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Convection-diffusion equations. Convection-diffusion equations are of im-
portance in many applications. Generally, the convection (first order differ-
ential operator) dominates the diffusion (second order differential operator).

e In the convection-dominated regime, the Galerkin method as presented
in this class does not work. One needs new ideas for discretizations and
these new discretizations create new challenges for the numerical analysis.

Problems with more than one unknown function. The fundamental equa-
tion of fluid dynamics, the Navier—Stokes equations, Section 1.3, belong to
this class.

e It will turn out that the discretization of the Navier—Stokes equations re-
quires special care in the choice of the finite element spaces. The numerical
analysis becomes rather involved.

O
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