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Transmission electron microscopy (TEM) is an ideal tool for characterizing materials in
terms of chemical composition, micro- and nanostructure as well as crystal structure up
to atomic level. The major advantage of TEM is superior spatial resolution. It is possible
to obtain chemical composition and structure information from even nm-sized crystals
and that allows unambiguous identification of the phases present in a TEM sample.
Chemical information is supplied by EDX analysis, electron energy-loss spectroscopy
(EELS) and to a small extent by Z-contrast imaging (high-angle annular dark-field
imaging – HAADF). Micro- and nanostructure information is provided applying bright-
field and dark-field imaging based on diffraction contrast and high-resolution imaging
(HREM). Structure information is obtained from selected area electron diffraction
(SAED), convergent beam electron diffraction on nm-sized crystals, precession electron
diffraction which allows crystal-structure determination and fast Fourier transforms
(calculated diffraction-pattern FFT) from high-resolution images.

1. Introduction

This chapter on spatially resolved materials characterization with transmission

electron microscopy (TEM) is not to be considered as another contribution to the

already existing excellent textbooks on electron microscopy (Hirsch et al., 1977;

Putnis, 1992; Williams and Carter, 1996; Joy et al., 1986; Fultz and Howe, 2001).

Rather, it is more focused on applications of TEMmethods in the geosciences. Detailed

theoretical contributions to the different chapters can be found in the textbooks

referenced in the text.

TEM is an ideal tool for identifying unambiguously micrometre- or nanometre-sized

crystalline or non-crystalline objects based on their crystal structure and their chemical

composition. Phase identification is important but can be demanding, especially the

investigation of nanometre-sized inclusions in minerals. For example, nano-inclusions

discovered in diamond established novel ideas on the formation of diamonds. The

chemical composition of the nano-inclusions found in diamond allowed reconstruction

of the fluid or melt composition from which diamond has nucleated and grown (Klein

BenDavid et al., 2006; Logvinova et al., 2008; Kaminsky et al., 2009, 2015). It needs to

be emphasized, however, that this kind of investigation was feasible only when the

focused ion beam (FIB) sample preparation technique was made available for TEM

sample preparation. FIB is a site-specific sample preparation technique that allows for

sputtering electron transparent foils out of almost any material (Wirth, 2004, 2009).
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The basic principle of TEM is that accelerated electrons with a typical kinetic energy of

200 keV penetrate through an electron transparent slice of matter.With geomaterials, FIB-

prepared foils of minerals or rock slices are usually 150 nm thick. However, they can also

be fabricated thicker as in the case of diamond (up to 250 nm) or substantially thinner (as

small as 30 nm) if required. The electron beam penetrating through the sample interacts

with the atoms constituting the specimen resulting in diverse scattering events. Recording

the different interactions of the primary electrons with electrons or nuclei of the specimen

applying suitable detectors allows extraction of structural and chemical information from

the sample (Fig. 1). Principally, there are elastically scattered electrons (no momentum

transfer from the primary electron onto the target electron) and inelastically scattered

electrons (momentum transfer from the primary electron to the target electron or nucleus.

Bragg scattered electrons are elastically scattered primary electrons scattered at the outer

shell electrons of target atoms thus providing information about the crystal structure and

symmetry of the target. Electrons that are elastically scattered at inner shell electrons can

be used for Z-contrast imaging using high-angle annular dark field detectors (HAADF).

The scattering angle and scattering intensity depend on the atomic number of the

scattering atom. Inelastic scattering occurs when a primary electron transfers enough

momentum onto an inner shell target electron to excite it into unoccupied states or into the

vacuum. Instantaneously, the empty site will be filled with an outer shell electron and the

energy difference is emitted as an X-ray photon. Chemical information about the sample

can be derived from the excited X-ray photons that are collected with an energy dispersive

X-ray detector (EDX). However, excited X-ray photons contain enough energy to excite

outer-shell electrons of the same atom, which can then be recorded as Auger electrons

(Auger electron spectroscopy). Auger electrons probe the surface chemistry of a

specimen. Because of their comparatively low energy they will be absorbed very rapidly if

they are excited at a greater depth of the sample. The energy-loss of primary electrons

Fig. 1. The interaction of high-energy electrons with matter causes several scattering events that can be

used in TEM.
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during inelastic scattering can be measured with electron energy-loss spectroscopy

(EELS). Inelastic scattering is predominantly forward scattering under low scattering

angles (<1º). Secondary electrons (SE), and back-scattered electrons (BSE) usually are

not used in TEM applications. Details of the interactions of accelerated electrons with

matter are given elsewhere (Williams and Carter, 1996; Fultz and Howe, 2001).

Full characterization of nano-inclusions in minerals requires knowledge of chemical

composition and structural properties. Chemical information from the specimen can be

derived from EDX analysis, EELS and Z-contrast imaging (HAADF). Diffraction

contrast imaging (grain boundaries, dislocations, stacking faults, antiphase domain

boundaries), electron diffraction and high-resolution imaging (HRTEM) provide

structural information.

2. Chemical composition of materials

2.1. EDX analysis

X-ray photons are generated when an incident primary electron (e.g. 200 keV) transfers

enough energy to a core electron to eject it from its energy level into an unoccupied

state or into the vacuum. If the electron is ejected into the vacuum the atom is ionized.

For example, an electron from the innermost copper K-shell requires the energy of

8.98 keV to be ionized (Williams and Carter, 1996). An outer shell electron of higher

energy level falls into this empty state thus emitting the energy difference as an X-ray

photon. In the case of a CuKa1 X-ray photon, which is emitted during the transition of

an electron from the L3 level to the K-shell of a copper atom, the energy released is

8.04778 keV (Fultz and Howe, 2001). The X-ray photon that is emitted can be detected

using a Li-doped silicon detector. The X-ray photon creates an electron�hole pair in

the Si detector. A high voltage applied to the detector causes the electrons moving

towards the positive end and the hole that can be considered as positive charge towards

the negatively charged side of the silicon crystal thus creating an electrical pulse that

can be registered by the detector. More details on Si-Li detectors and their working

principles are presented elsewhere (Joy et al., 1986; Williams and Carter, 1996).

The X-ray intensities of the different K or L or M lines of the elements constituting a

sample can be measured qualitatively or quantitatively using standard material. The

X-ray intensity of a particular element concentration depends on the X-ray fluorescence

yield of the element. The X-ray fluorescence yield, o, is a measure for the number of

electrons needed to excite one single X-ray photon (Fig. 2). For example, for carbon

(Z = 6) o = 10�3, i.e. 1000 electrons are needed to excite 1 X-ray photon. An element

with a higher atomic number such as Germanium (Ge) requires only 2 electrons to

excite 1 X-ray photon (o = 0.5). For elements with an atomic number <30, Auger

electrons will predominate over X-ray photons thus resulting in a low X-ray

fluorescence yield of the element.

2.1.1. Quantitative analysis in analytical electron microscopy (AEM)

Quantitative analysis in TEM is based on the Cliff-Lorimer equations (Cliff and

Lorimer, 1975):
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CA

CB
¼ kAB

IA
IB

ð1Þ

CA þ CB ¼ 1 ð2Þ

The Cliff-Lorimer equations relate the ratio of the concentration of two elements A

and B in the sample to the measured X-ray intensities, I, of the elements A and B in the

sample. The factor kAB needs to be determined from a standard reference material. It

considers the ionization cross-section s, the fraction of the total line intensity

measured, the absorption of the X-ray photons depending on sample thickness and

some detector properties. Quantitative X-ray analysis with TEM is described in great

detail in the textbook by Joy, Romig and Goldstein (1986). Standard reference

materials for calibration of the kAB-factor can be a mineral grain that was analysed by

the electron probe microanalysis (EPMA), or a part of the sample was analysed by some

other chemical method (e.g. wet chemistry, inductively coupled plasma mass

spectrometry [ICPMS], etc.) to determine its chemical composition. After that, a

TEM foil can be cut with FIB technique from the same area that was measured with the

microprobe. That TEM foil is then used as a standard reference material. Because of the

strong influence of matrix effects on the detected X-ray intensity, it is crucial to use

standard materials with chemical composition and structure at least close to that of the

unknown sample. The number of the kAB-factor is valid only if the sample foil has

approximately the same thickness as the standard foil, because the value of the kAB-

factor increases with increasing foil thickness (Fig. 3). In geomaterials kAB factors are

usually based on Si (B), and in materials sciences very often Fe is used as reference (B).

Focused ion beam-prepared TEM foils are ideal for line scans and element mapping

because of their homogeneous thickness. The measured intensities of individual X-ray

lines in element maps or line scans are interpretable only if the sample thickness does

not change and the X-ray intensity is related only to the concentration of the element in

the sample and not to varying sample thickness.

2.1.2. Detection limit of elements analysed and total error calculation of the results

The detection limit of an element in energy dispersive X-ray analysis (EDX) is an

important factor when measuring low element concentrations. In general, the detection

Fig. 2. X-ray fluorescence yield depending on the

atomic number Z of an element.
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limit is much higher (100s of ppm) than that of electron microprobe analysis (10s of

ppm) using wavelength dispersive spectroscopy (WDS). Before the concentration

detection limit can be determined it is mandatory to decide if the observed peak

intensity is statistically valid peak intensity. A peak is statistically valid if the following

criterion is fulfilled:

IA � IAb � 3
ffiffiffiffiffiffiffiffi
2IAb

q
ð3Þ

where IA is the measured intensity of the element A in the EDX spectrum and Ib
A is

the background intensity of that peak. The concentration detection limit CDL of an

element with the known concentration CA in a sample is given by the equation:

CDL ¼ CA

3
ffiffiffiffiffiffiffiffi
2IAb

q
IA � IAb

(Goldstein and Williams, 1989) ð4Þ

For example, the detection limit of Pt-group elements in sulfide matrix using EDX is

~700 ppm (Wirth et al., 2013).

2.1.3. Total error in X-ray analysis analytical electron microscopy (AEM)

Another very important criterion to evaluate data from EDX analyses is to evaluate the

statistical error and the absolute error of the measurement. Quantitative EDX analysis

requires calculation of the statistical and the absolute errors for both the kAB factor and

the concentration of the elements in the sample and addition of both errors. Low X-ray

intensities resulting in poor counting statistics are a major source of significant

statistical error. Gaussian behaviour describes the counting statistics. That is s = HN

Fig. 3. Dependence of the kAB factor � here kMg/Si � on the thickness of the TEM foil.

Materials characterization with TEM 101



with N the number of accumulated counts. At the 3s confidence level (99.73%) the

error in the number of accumulated counts is 3s = HN . Then, the relative error in the

number of counts is 3HN/N6100. A relative error in the intensity of a particular

element of � 3% is achieved by 10,000 accumulated counts above background. The

error in the measured concentration of an element in a mineral is larger in a single

measurement than in n individual measurements. The same holds true for the

determination of the kAB factor. Therefore, nmeasurements should be done to minimize

the error. The relative error of kAB based on a 99.73% confidence level is determined as

follows:

% error ¼ tn�199ffiffiffi
n
p s

�kkAB

� �
� 100 ð5Þ

In that equation t99
n�1 is the Student t value calculated from n analyses at the 99.73 %

confidence level (3s) (cf. Brownlee, 1960), s is the standard deviation from n

measurements, and kAB is the mean of kAB from n spectra. That calculation accounts for

the relative error of the kAB factor. Error calculation of the concentration of an element

in a mineral with n measurements follows the same equation.

% error ¼ tn�199ffiffiffi
n
p s

�CCA

� �
� 100 ð6Þ

Here again s is the standard deviation of n individual measurements and CA is the

mean of the concentration of the element A from each of the n spectra.

Errors add up, that means the relative error of kAB and the relative error of CA must be

added up to a total error. Table 1 shows an example of the error calculation of MgO,

Al2O3, CaO and TiO2 measured from orthopyroxene using an orthopyroxene standard.

Details and examples of error calculation are presented elsewhere (Brownlee, 1960;

Goldstein and Williams, 1989; Williams and Carter, 1996).

2.2. High-angle annular dark-field imaging (HAADF)

The interaction of primary electrons with matter results in scattering of the primary

electrons at the inner and outer shell (K) electrons of an atom. The scattering angle of

the inner shell electrons is larger (>>10 mrad) than those scattered at the outer shell

electrons (<10 mrad). A high-angle annular dark field detector (HAADF), a

semiconductor device, collects the scattered electrons. The intensity of the primary

electrons scattered at the inner shell electrons of an atom and detected by HAADF

depends on the atomic number (Z). A detector that collects electrons scattered at the

inner shell electrons of an atom produces a Z-contrast image. A typical HAADF

detector is a semiconductor device designed as a disk with a hole in the centre. Because

of the much smaller scattering angle of the electrons that were scattered at the outer

shell electrons of an atom (Bragg scattered electrons causing diffraction contrast) the

Bragg scattered electrons might fall through the hole and will not contribute to the

image contrast. It depends on the selected camera length of the TEM and which kind of

electrons is collected using the HAADF detector. Using a short camera length (e.g.
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75 mm) the detector collects the high-angle scattered electrons only, thus providing a

Z-contrast image (Fig. 4). A camera length in the range of 220�330 mm collects both

high-angle scattered electrons (Z contrast) and Bragg scattered electrons thus

displaying Z-contrast plus diffraction contrast (dislocations, grain boundaries) (Fig. 4).

The resolution of the HAADF imaging depends on the sample thickness and should not

exceed 40 nm for high-resolution imaging. Recorded scattering intensity depends also on

sample thickness. Pores in a sample are visible in the image as slightly darker contrast

because at the location of the pore the sample thickness is reduced and thus fewer electrons

are scattered. Note that in TEM bright-field (BF) imaging the contrast is reversed and

pores will appear brighter than the matrix. In that case, the reduced thickness will cause

less absorption of electrons resulting in a brighter image contrast. HAADF imaging is very

sensitive for nano-inclusions of high atomic number elements in a silicate or sulfide

matrix. For example, Pb spheres of only a few nanometres in diameter as inclusions in a

zircon matrix can be identified easily in a HAADF image even at lower magnification due

to the high brightness (Z-contrast) in the HAADF image (Fig. 5) (Kusiak et al., 2015).

2.3. Electron energy-loss spectroscopy (EELS)

Primary electrons with a typical energy of 200 keV pass through the sample interacting

with the electrons of the atoms that constitute the sample. Along with these interactions

inelastic scattering events occur. During inelastic scattering the primary electron loses

energy because it transfers momentum onto a target atom or electron. The energy loss of

the primary electrons is measured with electron energy-loss spectroscopy (EELS).

Table 1. Error calculation of an EDX analysis from OPX.

Error of the kAB factor from n measurements

n = 17 kMg/Si kAl/Si kCa/Si kTi/Si

x̄ 1.18 1.05 0.88 0.78

s 0.035 0.103 0.173 0.692

Error (%) 1.85 6.11 12.2 55.2

n = 17 MgO Al2O3 CaO TiO2

x̄ 33.16 4.38 0.89 0.12

s 0.56 0.40 0.20 0.09

Error (%) 1.05 5.7 14.5 48.4

Total rel. error (%) 2.9 11.81 26.7 103.6

x̄ = mean of n measurements
s = standard deviation
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A typical EEL spectrum as shown in Fig. 6 can be subdivided in three different energy

regions:

1. The zero-loss peak representing elastically forward scattered electrons

or non-scattered electrons without energy-loss.

2. The low-loss region with the plasmon peak extending up to an energy

region of ~50 eV representing electrons that have interacted with the

weakly bonded outer-shell electrons or the delocalized electrons in a

sample.

3. The energy region above 50 eV, the so-called core-loss region,

represents those primary electrons that have interacted with the more

tightly bonded electrons of the inner shells (K, L, M) of an atom.

Fig. 5. HAADF Z-contrast image displaying Pb-

nanospheres in zircon.

Fig. 4. The position of the HAADF detector defined by the camera length determines which kind of

scattered electrons are detected. At a small camera length (e.g. 75 mm) only those electrons that were

scattered at the inner shell electrons of the sample are collected displaying a Z-contrast image. At a larger

camera length (e.g. 220 mm) additionally, the Bragg scattered electrons are collected thus producing a

Z-contrast plus diffraction contrast image.
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The different energy-loss regions provide special and characteristic information

about the atoms constituting the specimen. The zero-loss peak can be used to determine

the energy resolution of the spectrometer. For example, electrons emitted from a field

emission gun (FEG) electron source usually have an energy resolution of ~0.9 eV (full

width at half maximum of the peak (FWHM)).

The plasmon peak characterizes the low-loss spectrum. In that case the primary

electrons transfer energy to the weakly bonded outer shell electrons or the free electron

gas in metals thus causing longitudinal collective oscillations of these electrons. The

typical energy loss of these electrons is in the range 5�40 eV (Fig. 6).

An electron can be ejected into the vacuum, thus ionizing the atom, when primary

electrons transfer sufficient energy to an electron of the K, L, M or an outer shell. The

energy loss due to ionization or just to excite an inner shell electron to an unoccupied

state in an outer shell level defines the high-loss spectrum or core-loss spectrum

(Fig. 7). In Fig. 7 the core loss spectrum of NiO is displayed in the energy range of the

Ni-L3,2 edge. The edge onset of the Ni-L3 edge is at 855 eV. One of the 2s or the 2p

electrons of the L-shell of Ni has been excited and it could fill an unoccupied 3d state

(Ni has two unoccupied 3d states). To excite a 1s electron from the oxygen K-shell

532 eV must have been transferred from the primary electron to the excited electron. In

the case of oxygen 532 eV is the critical ionization energy, Ec, to overcome the

ionization threshold. The 1s electron at the K-shell can be ejected into the vacuum or

into an unoccupied 2p state (oxygen has 2 unoccupied p states on the L shell). The

scattering angle

YE ¼
E
2E0

ð7Þ

of the scattered primary electron is in general very small, and in the case of oxygen it is

1.3 mrad. E is the energy-loss of the primary electron at the onset of the edge (e.g. O-K

edge 532 eV) after momentum transfer, and E0 is the electron energy of the incident

Fig. 6. Electron energy-loss (EEL) spectrum. Zero-loss peak that represents the unscattered and

elastically scattered electrons plus low-loss spectrum.
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electron beam (200,000 eV). The critical ionization energy, Ec, defined by the edge

onset has the greatest probability of ionizing an atom. That means, with increasing

transferred energy the probability of ionizing an atom or exciting a 1s electron into an

unoccupied state decreases. The scattering cross section s for such a scattering event

decreases with increasing energy-loss thus reducing the probability of ionization. In the

case of a hydrogen atom the energy-loss spectrum would resemble a saw tooth curve

with a sharp onset and a gradual decrease with increasing energy-loss (Fig. 8a).

However, in a sample with finite thickness the primary electron will experience

multiple scattering resulting in a plural scattering background (Fig. 8b). The core-loss

edge is superimposed onto the background. Consequently, good quality EEL spectra

require thin samples (<<100nm) for good peak/background ratios. Usually, the total

edge shape, which is termed the energy-loss near edge structure (ELNES), extends

~50 eV from the edge onset to higher energy losses. The ELNES of a particular atom in

a crystal or any solid-state material is more complicated and contains information about

the electronic structure of the atom. Iron is a good example to demonstrate that. The

edge onset can vary when changing the valence state of an ion, which is then called

‘chemical shift’. For example, a valence change of iron from Fe2+ to Fe3+ will alter the

Fig. 8. EEL spectrum. (a) Idealized hydrogen K-edge spectrum with the critical energy Ec to remove the

1s electron from its K-shell position. (b) Idealized core-loss edge superimposed on the background.

Fig. 7. EEL spectrum. Core-loss spectrum show-

ing the Ni-L3,2 edge.
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screening of the positive charge of the nucleus by the electrons. If there is one electron

less present (Fe3+) screening the charge of the nucleus, the inner shell electrons from

the K, L and M shells will be bonded slightly more strongly to the nucleus, thus higher

energy is required to excite an electron from the L shell to an empty state on the 3d level

of the M shell. In the EEL spectrum of Fe3+ the onset of the L3,2 edge is shifted ~1.7 eV

to higher energies (707.8 eV Fe2+ and 709.5 eV Fe3+; van Aken et al., 1998). The

valence state of an ion can be determined from an EEL spectrum.

ELNES can also be used as a fingerprint to identify individual phases. This has been

proposed and demonstrated previously (Taftø and Zhu, 1982; Rask et al., 1987; Kurata et

al., 1993; Garvie et al., 1994). ELNES of the carbon C-K edge is a very good example of

how the edge structure can be used as a fingerprint to identify a polymorph. The C-K edges

of amorphous carbon, graphite and diamond are significantly different in edge-onset and

near edge structure and can be used to discriminate between the carbon phases without

using electron diffraction. The basic component of graphite and amorphous carbon are

planar rings with 6 carbon atoms. Graphite and amorphous carbon are characterized by

strong s-bonds or sp2 hybrid orbitals within the hexagonal ring structure. Additionally,

there are non-hybridized pz orbitals forming the p-bonds normal to the hexagonal sheets.

The EEL spectrum of graphite and amorphous carbon contains and displays the

information about the two different bond typess- and p-bonds. In the EEL spectrum, there

is a pre-peak with an edge-onset at 284 eV, which represents the p-bonds, followed by a

stronger peak with an onset at ~290 eV representing the sp2-bonds ors-bonding (Fig. 9a).
The only difference between the EEL spectra of graphite and amorphous carbon is that the

sp2-related peak is more structured showing 3 peaks, whereas the sp2-related peak in

amorphous carbon is smooth and rounded (Fig. 9b). The p-bond related peak at 284 eV

appears in both the spectra of graphite and amorphous carbon. Pure sp3 hybrid bonds

without p-bonding characterize diamond. Therefore, in diamond, the pre-peak due to

p-bonds is absent and the edge-onset of the C-K edge representing the sp3 bonds is at

~289 eV followed by a second peak with its maximum at 299.8 eV and a third peak with a

maximum at ~305 eV (Fig. 9c). The carbon C-K edge allows identification of amorphous

carbon, graphite or diamond using the ELNES of the carbon C-K edge as a fingerprint.

The individual core-loss edges can be used for high-resolution element mapping.

There are two methods of element mapping: a three-windows technique and a two-

windows jump ratio technique. The basic procedure of the three-windows technique is

as follows (using the O-K edge as an example). An image is acquired applying an

energy window of 30 eV to the O-K edge with an offset of 15 eV towards higher energy

loss from the edge onset (532 eV). Additionally, two windows each 30 eV wide are

placed at lower energy loss than the edge onset with an offset of 18 eV and 48 eV,

respectively, in regard to the onset of the O-K edge. The two pre-edge windows are used

to calculate the background intensity and to subtract the background intensity from the

intensity at the O-K edge (Digital Micrograph software package1). The residual O-K

edge intensity represents the oxygen concentration in the image.

The two-windows technique is different. In that case, only two images are acquired

with a defined width of the energy windows and offset from the edge onset. The post-
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edge image is divided by the pre-edge image creating a jump ratio image, which is very

sensitive to thickness variations. An example of element mapping with EELS using the

three windows technique is shown in Fig. 10a,b. A narrow platelet in diamond,

~300 nm wide, is composed of graphite and Fe-carbide (Fe3C). Element maps of the

C-K edge (Fig. 10b) and the Fe-L3,2 edge (Fig. 10a) show the distribution of graphite

and Fe-carbide within that narrow platelet on a nanometre scale (Kaminsky and Wirth,

2011).

Another useful application of EELS is the measurement of the local sample thickness

of a TEM foil. The knowledge of the foil thickness is required for quantitative EDX

analysis incorporating absorption correction. The amount of inelastic scattering in a

sample increases with increasing specimen thickness. That means that the ratio

between the intensity of the primary unscattered electrons and/or elastically scattered

electrons and the intensity of the inelastically scattered electrons contains information

about the sample thickness. The sample thickness, t

t/l = ln(Itot/I0) (8)

Fig. 9. EEL spectrum of carbon C-K edge. (a) Carbon C-K edge of graphite. Note the pre-edge peak

(arrow) that indicates the p bonds in graphite. (b) CarbonC-K edge of amorphous carbon. Both bond types

p ands bonds are visible; the pronounced edge structure of thes bonds is converted into a rounded peak,

however. (c) Carbon C-K edge structure of diamond. The signal from the p electrons is almost absent and

thes bonds are replaced by sp3 bonding. The signature of the carbon C-K edge can be used as a fingerprint

of the carbon phase present.
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is the ln of the ratio of the total intensity of the spectrum, Itot, and the intensity of the

zero loss peak, I0, multiplied by the mean free path, l, of the electrons in the sample.

Details of the calculation of l are presented elsewhere (Egerton, 1996; Williams and

Carter, 1996). There are several other applications of EELS, which are beyond the

scope of this chapter and can be found elsewhere together with many fundamental

details of EEL spectroscopy and technical descriptions (Joy et al., 1986; Egerton,

1996; Williams and Carter, 1996).

3. Structural information

3.1. Electron diffraction

Primary electrons penetrating through a specimen are scattered elastically at the outer

shell electrons of the atoms constituting the sample. This kind of electron scattering is

called Bragg scattering, and if the conditions of the Bragg equation

nl = 2dsiny (9)

are fulfilled, diffraction intensity can be recorded (film, image plate, CCD camera). In

the Bragg equation n is the order of a reflection (e.g. (100), (200)....), l is the

wavelength of the electrons at a given accelerating voltage (e.g. 0.00251 nm

relativistic wavelength at 200 keV), d is the spacing of the reflecting lattice plane

(hkl), and y is the scattering angle. In conventional electron diffraction patterns the

specimen is illuminated with a parallel electron beam using the condenser lenses to

adjust illumination. The objective lens focuses the diffracted electrons in the back

focal plane forming the first diffraction pattern, which is finally magnified and imaged

onto the fluorescence screen by the subsequent lens systems. There are two techniques

Fig. 10. EELS element mapping applying the three-window technique. Fe carbide precipitated in

diamond. (a) Element map of Fe using the Fe-L3,2 edge. (b) Element map of carbon using the C-K edge.
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to generate electron diffraction patterns. The most commonly used technique is the

selected area electron diffraction pattern (SAED) with parallel illumination of the

sample. SAED contains structural information from a scattering volume that is defined

by a diffraction aperture (10 up to 800 mm in diameter). The SAED pattern consists

of discrete and symmetrically arranged scattering intensity spots (Fig. 11a). The

convergent beam electron diffraction (CBED) technique uses a focused electron beam

thus allowing electron diffraction from even nanometre-sized crystals. The scattering

volume is defined by the size of the electron beam and not by an aperture. The

electron diffraction pattern is composed of diffraction discs in the back focal plane

(Fig. 11b). The diameter of the discs depends on the electron beam size and the

camera length used. The CBED patterns are evaluated using the same procedure as

for the SAED pattern. Measuring the distances between the diffraction spots or

between the discs provides the length of a diffraction vector ~gg in reciprocal space.

The d spacing dhkl (real space) is calculated by applying the equation

lL = ~ggdhkl (10)

with L the camera length (mm), l the relativistic wavelength of the accelerated

electron (200 kV; 0.00251 nm), ~gg (mm) and dhkl (nm). Usually, electron diffraction

patterns do not represent the true scattering intensity because of dynamical scattering

conditions (thick sample); therefore, crystal symmetry and crystal structure

determination is almost impossible. That problem has been overcome by introducing

precession electron diffraction (Vincent and Midgley, 1994). The precession technique

is equivalent to the Buerger precession technique applied in X-ray crystallography

where the specimen is precessed with respect to the incident X-ray beam (Buerger,

1970). In a TEM, the sample is static and the electron beam is precessing around the

optical axis on a conical surface. As a result of that precession more reflections in the

reciprocal space appear, the scattered intensity is closer to the real scattering intensity

and the final diffraction pattern is much closer to true kinematic diffraction

Fig. 11. Electron diffraction. (a) Microscope setting for selected area electron diffraction (SAED). Note

the diffracted electrons form sharp reflection spots on the viewing screen. (b) Microscope setting for

convergent beam electron diffraction (CBED). Note the diffraction discs.
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conditions. With precession electron diffraction the occurrence of forbidden reflections

due to multiple scattering is reduced significantly thus allowing determination of the

space group. With the precession electron diffraction technique it is possible to

perform structure analysis even from nanometre-sized crystals (Koch-Müller et al.,

2014; and ref. therein). The major problem with that technique is that electron

irradiation sensitive material might become amorphous during acquisition of the

diffraction pattern due to irradiation damage.

With nanocrystalline and electron irradiation sensitive material there is only one option

to get structural data. High-resolution lattice fringe images can be acquired from different

low-indexed zone-axis orientations with very short (0.1 s) acquisition time. From the

lattice fringe image a diffraction pattern can be calculated using fast Fourier Transform

(FFT) which provides the same information as an electron diffraction pattern.

3.1.1. Diffraction contrast in TEM

Without the use of an objective aperture, the contrast of TEM bright-field image is very

poor because only mass absorption contrast is relevant for the image contrast. The

objective aperture is located at the back focal plane where the diffraction pattern is

displayed. There are objective apertures available in the range 10�800 mm in diameter.

Placing the objective aperture with the smallest diameter (10 mm) around the central

spot representing the non-scattered electrons from the primary beam excludes all other

diffracted electrons from image formation (Fig. 12a). That kind of image is called a

bright-field (BF) image with strong image contrast. The second option to place an

objective aperture is to position it over one of the diffracted intensities (Fig. 12b). This

imaging mode is called dark-field (DF) imaging. The diffracted intensity only is used

for image formation. For example, dark-field imaging is useful for imaging a particular

crystal in fine-grained material, exsolution lamellae, twins, dislocation lines, and grain-

or phase boundary planes.

Another option is to place a large objective aperture such that it includes the

undiffracted intensity together with different scattered intensity with the objective

aperture centred at the undiffracted primary beam. Under these conditions all diffracted

intensity within the aperture plus the undiffracted intensity contribute to image

formation. That kind of imaging is called phase contrast imaging. It is used for high-

resolution imaging. More details about phase contrast imaging will be presented in the

section on high-resolution imaging.

Diffraction contrast and the basic physics of this method are described in more detail

elsewhere (Hirsch et al., 1977; Edington, 1975a,b; Williams and Carter, 1996; Fultz

and Howe, 2001).

3.2. Information derived from electron diffraction patterns

Electron diffraction patterns contain the following important structural information:

Crystalline or non-crystalline state

Single crystal or polycrystal (e.g. nano-diamond)

Lattice parameters
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Crystal symmetry and space group

Ordering of atoms in the crystal lattice (e.g. hydrous olivine)

Orientation relationship of two crystals (e.g. Mg-ferrite and ferro-periclase)

Exsolution by spinodal decomposition (e.g. satellite reflections feldspar)

Mosaic crystals

3.2.1. Crystalline or non-crystalline state

Diffraction patterns display the crystalline or non-crystalline state of the material

investigated. Crystals reveal regular and symmetric discreet scattering intensities

whereas non-crystalline matter shows only broad and diffuse scattering intensity rings.

However, nanocrystalline materials with randomly oriented crystals and average grain

Fig. 12. Bright-field (BF) and dark-field (DF) imaging in TEM. (a) In bright-field imaging the objective

aperture excludes all diffracted intensity from image formation. Only the intensity of the primary electron

beam passes through the objective aperture. The corresponding BF image of a rutile needle in quartz is

shown on the right hand side of the image. The sequence of dark and bright contrasted lines along the

interfaces represents thickness fringes. The sequence of contrast lines starts with bright contrast followed by

a dark contrast. (b) Using one of the diffracted intensities for image formation only, excluding all other

intensities with the objective aperture is called DF imaging. The corresponding DF image on the right hand

side of the image shows again the alternating bright and dark contrast at the interface rutile/quartz. In the

dark-field image the sequenceof thickness contrast startswith dark contrast followedbybright contrast lines.

112 R. Wirth



size of <5 nm also display only broad scattering intensity along Debye-Scherrer rings.

There is substantial peak broadening in X-ray diffraction analysis with decreasing grain

size from 100 to 1 nm (Glocker, 1971). However, peak broadening can also be caused

by elastic strain in the crystals. If there is only broad scattering intensity in the

diffraction pattern the amorphous or nanocrystalline state of the material can be

verified with high-resolution lattice fringe imaging searching for the presence or

absence of lattice fringes. Only if there are no lattice fringes visible is it possible to

identify unambiguously the non-crystalline state of a material (Toy et al., 2015). More

detailed information about diffraction line broadening can be found elsewhere

(Glocker, 1971; Fultz and Howe, 2001).

3.2.2. Single crystal or polycrystalline material

The diffraction pattern can also indicate the presence of a single crystal or

polycrystalline material. Randomly oriented crystals create Debye-Scherrer rings in

the electron diffraction pattern. Each radius of the individual rings corresponds to a

particular~gg vector in reciprocal space and corresponding d spacing in real space can be
calculated from equation 10. Usually, the Debye-Scherrer rings are not completely

occupied with diffraction intensity because the number of scattering crystals in a

typical TEM foil is too small to produce enough diffraction spots to form a complete

ring pattern. Only in the case of nanocrystalline material is there a chance to observe the

Debye-Scherrer rings completely occupied. If the individual diffraction spots on the

ring cluster it suggests preferred orientation of the individual crystals. This has been

demonstrated using the electron diffraction pattern (SAED) from nanocrystalline

diamond included in orthopyroxene (Wirth and Rocholl, 2003). There is scattering

intensity on rings with different radii. These rings can be assigned to (111), (022) and

(113) diamond reflections. The clustered intensity on the individual rings suggests a

weak preferred orientation relationship between the individual nanodiamonds.

A special case of oriented nanocrystals in a host mineral is presented in Fig. 13a,b.

A ferro-periclase inclusion in diamond hosts oriented nanocrystalline precipitations of

Mg-ferrite along ancient dislocation lines (Fig. 13a) (Wirth et al., 2014). The

diffraction spots from the ferro-periclase host are bright with much weaker spots in

between that represent the nanocystalline Mg-ferrite (Fig. 13b). Nanocrystalline

Mg-ferrite behaves like a single crystal. The unit-cell parameter of cubic Mg-ferrite is

0.858 nm and that of the host cubic ferro-periclase is 0.422 nm. Therefore, in reciprocal

space the reflections of Mg-ferrite are located half way between the host ferro-periclase

reflections. Both phases have the same zone axis orientation [1̄01].

3.2.3. Unit-cell parameters

Unit-cell parameters can be derived from electron diffraction patterns acquired in

suitable low-indexed zone-axis orientation. In those cases where there are only

nanocrystals (<50 nm), which are sensitive to electron irradiation damage, diffraction

patterns can be obtained only from high-resolution lattice fringe images in low-indexed

zone axis orientation. Fast Fourier Transform processing converts the lattice fringe

image into a diffraction pattern. The evaluation of several diffraction patterns from
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different zone axis orientation can provide the unit-cell parameters of a crystal. This

technique has been applied successfully to nanocrystalline inclusions (e.g. phase Egg)

in diamond and oriented nanocrystalline inclusions of (Mg,Fe,Cr)TiO3 perovskite in

olivine (Wirth and Matsyuk, 2005; Wirth et al., 2007). If the nanocrystals are randomly

oriented that procedure can be very time consuming as in the case of phase Egg.

However, when the nanocrystals are strictly oriented with respect to the host (e.g.

(Mg,Fe,Cr)TiO3 perovskite in olivine) then there is a chance to observe the very weak

scattering intensity of the nanocrystals in a conventional SAED pattern. In that case the

scattering intensities from the individual scattering nanocrystals add up to more

intensive and finally visible scattering intensity in the diffraction pattern. Image plates

are very useful as the recording medium because of the very high dynamic range of the

image plates. That means, it is possible to observe very weak scattering intensity from

the nanocrystals beside the very strong scattering intensity from the host.

If the nanocrystals are not electron irradiation sensitive the precession technique

described above provides the best results in resolving the crystal structure (e.g. Koch-

Müller et al., 2014; and references therein). The precession technique is also most

valuable for the determination of space group and crystal symmetry. Usually, the TEM

samples are not thin enough (<<50 nm) to apply the kinematic scattering theory, which

calculates the scattering amplitude scattered by a crystal under conditions in which the

amplitude of the scattered wave is a small fraction of the incident wave (Hirsch et al.,

1977). If the conditions of a thin foil and single scattering of the primary electron are not

fulfilled, the square of the scattering amplitude (which is the scattering intensity),

Amplitude ¼ Fg ¼ expð2pikrÞ
r

FðY ð11Þ

Fig. 13. Nanocrystals of Mg-ferrite precipitated in a ferro-periclase inclusion in deep-seated diamond

from Juina, Brazil. (a) BF image of Mg-ferrite with dark diffraction contrast patches in a homogeneous

ferro-periclase matrix. Circle indicates the volume used for the electron diffraction pattern. (b) SAED

pattern with strong scattering intensity from the ferro-periclase matrix and the weaker scattering

intensities from the Mg-ferrite inclusions. Note the rigorous orientation relationship between inclusion

and host.
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FðYÞ ¼
X
j

fj � eipðhxjþkyþlzjÞ ð12Þ

does not represent the true scattering intensity. Measuring the real scattering intensity

is the basic requirement for structure calculations. In equation 11 F(Y) is the

scattering amplitude from the unit cell, Fg is the scattering amplitude of the crystal

with r representing the periodic distance in a lattice and k is the wave vector. The

indices (hkl) represent the reflecting lattice planes and (x, y, z) are the coordinates of

the individual atoms in the unit cell. The atomic scattering factor for an individual

atom j is fj in equation 12. Electron scattering in the usually thicker TEM foils

(100�150 nm) is theoretically treated by the dynamical scattering theory. The

dynamical theory considers the interaction of the electron wave with the periodic

potential of the atoms in the crystal, which results in an attenuation of the scattered

intensity with increasing sample thickness and an interaction of the primary electron

wave with the scattered electron wave. A detailed treatment of the kinematic and

dynamic theory of electron scattering can be found elsewhere (Edington, 1975a,b;

Hirsch et al., 1977; Williams and Carter, 1996).

3.2.4. Crystal symmetry and space group

Because we usually use relatively thick samples (100�150 nm) we have to be aware

that due to multiple scattering, the extinction rules, which are defined by the crystal

symmetry, cannot be applied. That means that, in electron diffraction patterns,

forbidden reflections might occur. Olivine is a good example to demonstrate that. The

space group of olivine with an orthorhombic structure is Pbnm. That space group does

not allow reflections such as (100), (010) and (001). However, in real diffraction

patterns they might be present. The fact that forbidden reflections might occur in

electron diffraction patterns and in FFT from high-resolution lattice fringe images is

important when evaluating diffraction pattern and comparing the observed d spacing

with the calculated d spacing. Therefore, it is necessary to calculate also the forbidden

d spacing otherwise it is very often impossible to index the observed diffraction pattern

correctly and thus identify a phase.

3.2.5. Ordering

Hydrous olivine is an example to demonstrate ordering processes occurring in a crystal

causing a change in crystal symmetry. Mg vacancies in olivine charge-compensated by

hydrogen (hydrous olivine) occur at random when they form in the Earth’s mantle. Due

to the high temperature in the mantle, the Mg vacancies become mobile and start

ordering in the crystal structure along the (100) plane, thus forming a hydrous olivine

super structure Hy-2a (Khisina and Wirth, 2002). Hydrous olivine was observed as

oriented thin lamellae (<50 nmwide) in olivine. In high-resolution lattice fringe images

the lattice fringes of hydrous olivine show a completely different pattern from that of

olivine (fig. 5a in Khisina and Wirth, 2002; Churakov et al., 2003)). Hydrous olivine is

very sensitive to electron irradiation damage and therefore the contrast related to

hydrous olivine disappears rapidly. Because there were many of the hydrous olivine

Materials characterization with TEM 115



lamellae present, and all of them had the same orientation with respect to the olivine

host SAED pattern could be acquired successfully. SAED diffraction patterns from

such olivine display weak and streaked diffraction intensity additional to the strong

spots of the host olivine. The streaks extend normal to the lamellae of hydrous olivine.

It is well known in TEM investigations that thin lamellae cause streaking in the electron

diffraction normal to the lamellae (Hirsch et al., 1977). The strong olivine reflections in

that sample oriented with the [010] zone axis of olivine parallel to the electron beam are

the allowed reflections based on the space group Pbnm ((200); (002); fig. 7a in Khisina

and Wirth, 2002). However, in between there are forbidden reflections of (100) and

(001) visible with much less intensity. In between the (001) reflection and the primary

beam spot appears an additional spot thus indicating a new reflecting plane with the

d spacing of 26d001. Ordering of the Mg vacancies creates a change in crystal

symmetry thus producing additional reflections in electron diffraction.

3.2.6. Satellite reflections from spinodal decomposition in alkali-feldspar

If hypersolvus alkali feldspar of intermediate composition is brought into the two-

phase equilibrium domain by cooling, it tends to exsolve forming perthite, micro- or

cryptoperthite, depending on the characteristic dimensions of the exsolved phases

(Abart et al., 2009). Exsolution of a new stable phase from a host mineral may occur by

nucleation and growth or by spinodal decomposition (Cahn, 1968). In the final state of

the exsolution it is not possible to discriminate from the microstructure whether the

exsolution was a spinodal or a nucleation and growth process. However, spinodal

decomposition is an uphill diffusion process that in the initial state displays a peculiar

microstructure in TEM. The most striking feature of spinodal decomposition

microstructure is the presence of very narrow, lens-shaped contrast in bright- and

dark-field images (Fig. 14a). The electron diffraction pattern of such a crystal displays

a single crystal pattern. However, the reflections show satellites normal to the lens-

shaped contrast in the bright-field image indicating the spinodal decomposition

lamellae (Fig. 14a). The distance between two satellite spots in reciprocal space of the

diffraction pattern can be converted into the mean width of the lamellae in real space

using the same procedure of transforming the imaging vector in a diffraction pattern

into d spacing.

The same information about the mean width of the lamellae can be obtained from

intensity profiles across the lamellae in dark-field images (Fig. 14b).

3.2.7. Mosaic crystals

Amosaic crystal is basically a single crystal that is composed of very small (<<100 nm)

individual crystalline blocks that are slightly misoriented in relation to each other. In

nature, such mosaic crystals commonly form when strongly metamict zircon is

hydrothermally treated. The newly formed zircon is composed of individual zircon

nanocrystals with almost identical crystallographic orientation. Electron diffraction

patterns of mosaic crystals show diffraction intensity that is smeared and distorted

(Geisler et al., 2004; Anderson et al., 2008). Mosaic crystals of phase Egg have been

reported as inclusions in diamond (Wirth et al., 2007). Figure 15 shows an example of a
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mosaic crystal of phase Egg. In that case several individuals, each <50 nm in size and

with almost the same crystallographic orientation are joined thus forming a larger

single crystal. Nanometre-sized mosaic crystals are more common in nature. They are

usually observed when crystal formation did not occur by nucleation and growth but by

assembling precursors to stable crystals. This is referred to as non-classical

crystallization (Teng, 2013). Another example of mosaic crystal are nanometre-sized

anatase particles forming chains of much larger crystals (Penn and Banfield, 1999). In a

recent paper by Schäbitz et al. (2015) the formation of nanometre-sized crystals of

Calcite III, a high-pressure form of calcite, was also related to the formation of mosaic

crystals from nanometre-sized precursor phases.

Fig. 15. High-resolution lattice fringe image of

nano-inclusions of phase Egg observed as inclu-

sions in diamond from Juina, Brazil. Nanocrystals

of phase Egg are attached to each other thus

forming a larger mosaic crystal with the individual

crystals slightly misoriented. The diffraction

patterns inserted (FFT) show that the crystals

represent a single crystal.

Fig. 14. Spinodal decomposition in alkali feldspar. (a) TEM BF image of spinodal exsolution lamella in

alkali feldspar. The inset in the upper right part shows a Fast Fourier Transform (FFT) of the BF image.

This is not a high-resolution lattice fringe image. The diffraction spots in the FFT are smeared thus

indicating a slightly variable width of the lamellae. The distance between the diffraction spots (maxima

from the intensity profile along the FFT) indicates an average lamella thickness of 15 nm. (b) Intensity

profile across the image in 14a showing the same average distance between the spinodal decomposition

lamellae.
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3.3. High-resolution transmission electron microscopy (HRTEM)

An electron wave passing through a sample interacts with the atoms and electrons of the

sample resulting in different scattering events. These interactions induce slight phase

shift of the scattered electron waves. Using a high-resolution mode of the TEM, a larger

objective aperture allows the primary electron wave plus several scattered electron

waves to pass through and recombine. The recombination of the scattered waves that

have experienced slight phase shift with the unscattered wave creates intensity

differences from point to point in the image. The intensity differences are called phase

contrast. Phase contrast effects become important when image details <1.5 nm are

resolved, and that applies for high-resolution imaging.

More sophisticated theoretical treatments of phase shifts of the scattered waves

caused by the atoms and electrons of the sample are found elsewhere (Cowley and

Iijima, 1976). Consider a diffraction pattern from a crystal in which only the primary

beam and two strongly excited diffraction spots are visible. If an objective aperture be

placed in such a way that it allows only the primary beam and the two diffracted beams

to pass through, then, after recombination, a high-resolution image with periodic

changes in intensity (fringes) results. The periodicity of the fringes is inversely

proportional to the distance between the two diffraction spots in the diffraction pattern

thus corresponding to the periodicity dhkl of the lattice planes in the crystal structure

(Fig. 16). The position of the maxima and minima (intensity) in the lattice fringe image

depends on the phase shift of the two diffracted beams. The phase shift depends on the

sample thickness and the crystallographic orientation of the sample. The contrast – dark

or bright – depends on sample thickness z and deviation from the Bragg position

(deviation parameter, s). It is important to note that the location of the reflecting lattice

planes in the crystal does not coincide with the lattice fringes. If the sample thickness z

changes, dark fringes might be replaced by bright fringes. The reason for that behaviour

is the dependence of the intensity of the primary electron beam and the diffracted beam

having passed through the sample from the sample thickness z. That effect is commonly

observed in wedge-shaped samples that have been prepared by argon ion milling.

Additional image shift is caused by spherical aberration of the objective lens cs,

astigmatism of the objective lens, deviation parameter s and defocus, Df. High-

resolution imaging requires thin foils and perfect alignment of the crystal with a low-

indexed zone axis parallel to the optical axis of the TEM. Perfect alignment of the

crystal is accomplished when the diffracted intensity in the electron diffraction pattern

is almost equal (Fig. 17).

The transfer of information from the sample into the diffraction pattern and into the

phase contrast image is described by the contrast transfer function (CTF).

H(u) = A(u)6E(u)6B(u) (13)

In equation 13, u is a reciprocal lattice vector or the spatial frequency (1/dhkl) for a

particular direction in the crystal structure. High frequencies correspond to short

distances in the lattice. In high-resolution imaging we are looking for high spatial

frequencies, and therefore, we need to use a large objective aperture to include these
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high spatial frequencies in the image formation. A(u) is the aperture function. The

objective aperture cuts off the high spatial frequencies greater than the diameter of the

aperture. E(u) is the envelope function describing properties of the lens itself. E(u)

represents the attenuation of the electron wave (envelope function) caused by

Fig. 16. High-resolution lattice fringe image. The distance between the bright and dark contrasts

represents the d spacing of the reflecting lattice planes. The corresponding diffraction pattern (FFT) is

given in the inset. Note that the distance between the primary electron beam and the diffracted beam is 1/

dhkl (reciprocal space). The d spacing in the image is real space dhkl.

Fig. 17. Electron diffraction pattern with a low-

indexed zone axis aligned almost parallel to the

electron beam. Note that under that conditions the

scattered intensity of the different spots is approxi-

mately the same.
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instabilities of the electron current (I) and instabilities in the accelerating voltage (V).

The most important term in the contrast transfer function H(u) is the term B(u), which

considers the aberration of the objective lens. B(u) is expressed as:

B(u) = exp iw(u) (14)

w(u) = p6Df6l6u2 + 1/2p6cs6l36u4 (15)

In equation 15, Df is the defocus used, cs is the spherical aberration coefficient, l is

the wavelength of the electrons and u is the spatial frequency (reciprocal lattice vector

1/dhkl). To solve equation 14 the Euler formalism (equation 16) is applied:

B(u) = cos w(u) + isinw(u) (16)

The term cos w(u) describes the amplitude contrast and isin w(u) represents phase
contrast.

Figure 18 is the contrast transfer function (CTF) calculated for defocus Df =�68 nm,

spherical aberration coefficient cs = 1.3 mm and electron wavelength = 0.00251 nm. For

sin w(u) = 0 no information will be transferred from the sample to the image. With

increasing spatial frequency the graph of sin w(u) gets negative approaching the value

�1. Between the spatial frequencies 1.5 (nm�1) and 3.5 (nm�1) that function sin w(u)
shows high negative values approaching �1 and thus provides a broad band of good

transmittance. That is the range of spatial frequencies where the most information is

transferred from the sample to the image and it results in positive phase contrast. At u =

4.2 (nm�1) the CTF in Fig. 18 is 0, and then changes into positive phase contrast. When

the graph of the function sin w(u) crosses the spatial frequency axis u (nm�1) for the first
time the value of the function is 0 and that value of u (nm�1) defines the point resolution

of the TEM. For Df =�68 nm, spherical aberration coefficient, cs = 1.3 mm and electron

Fig. 18. Contrast Transfer Function (CTF) as a function of spatial frequency. Note the plateau region of

the CTF between 2 and 3.5 nm�1 with the value of sinw(u) approximately �1. This is the region of CTF
where most of the information is transferred from the object to the image. The first transect of the graph of

CTF with the spatial frequency axis (arrow) defines the point resolution of the TEM. The CTF presented

here is defined for a spherical aberration coefficient cs = 1.3 mm and Scherzer defocus is �68 nm. The

point resolution is 0.25 nm.
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wavelength = 0.00251 nm; the point resolution is 0.25 nm (e.g. FEI TECNAI F20

X-Twin). In a TEM with spherical aberration coefficient cs = 2 mm (e.g. Philips CM

200) the point resolution will decrease to 0.303 nm (Fig. 19). The CTF also changes

dramatically with changing defocus Df. The crucial question is now at which defocus

the CTF is maximized? The optimal defocus has come to be known as ‘Scherzer’

defocus DfSch.

DfSch = �1.2(csl)1/2 (17)

The contrast transfer function H(u) = A(u)6E(u)6B(u) is modified if we add the

contribution from the envelope function E(u) to the term B(u). E(u) can be considered

as a damping function. E(u) considers chromatic aberration, which is caused by

instabilities in the high voltage and the objective lens current. In the CTF without

envelope function the oscillations of the function sin w(u) principally could extend to

unlimited values of u (nm�1). In reality, if the envelope function is applied, the function

sin w(u) dies off at a certain value of u (nm�1). Beyond that value there is no more

information in the image (Fig. 20). The value of u (nm�1) where CTF approaches 0 is

defined as the information limit of the TEM. Beyond the information limit there is no

meaningful interpretation of any feature in the image possible.

There are two important imaging limits represented by the CTF. The first crossover

of the graph of the function sin w(u) with the u (nm�1) axis defines the point resolution

and the damping of the function sin w(u) to almost 0 by the envelope function, which

defines the information limit. If the information limit is beyond the Scherzer resolution

limit (point resolution), image simulation software is needed to interpret any detail

beyond the Scherzer limit (Williams and Carter, 1996).

From high-resolution lattice-fringe images we can easily derive the spatial

frequencies 1/dhkl by applying a FFT. The FFT is a calculated diffraction pattern

from the lattice fringe image. The diffraction spots with a vector length of 1/dhkl are

calculated from the information stored in the whole image. Therefore, they provide

more precise d-spacing determinations than measuring the d spacing directly from

Fig. 19. Dependence of the contrast transfer function CTF on the spherical aberration coefficient cs (cs = 2

mm). The CTF at the same Scherzer defocus results in a smaller plateau region and a point resolution of

0.303 nm.
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some locations in the lattice fringe image. The d spacing calculated from the FFT and

the angles between the spots (diffraction vectors) in the diffraction pattern can be used

to identify a particular phase unambiguously. It is only necessary to compare the

observed dhkl and the adjacent angles between the diffraction vectors with calculated d

spacings and angles. At that point it needs to be emphasized that only in the case of a

very thin sample (<30 nm), where we can apply kinematic theory of electron diffraction

(Hirsch et al., 1977) do the extinction rules based on the space group of a crystal apply.

In thicker samples it is expected that forbidden reflections occur and contribute to the

diffraction pattern and to the lattice fringe image. Consequently, a diffraction pattern or

FFT can only be indexed and attributed to a particular crystal if we include forbidden

reflections.

However, if we want to interpret contrast details in the high-resolution image with

respect to individual atom columns or crystal structural details, image simulation is

required. Such an image simulation requires the knowledge of the crystal structure, the

experimental conditions such as sample thickness z, defocus Df, deviation parameter s,

spherical aberration of the objective lens cs and the wavelength of the primary electron

l. Only if the simulated image based on the imaging parameters matches the

experimental image is a meaningful interpretation of the contrast possible (e.g.

Marquardt et al., 2011; their fig. 2). More detailed information about high-resolution

imaging in TEM is provided elsewhere (Buseck et al., 1988; Spence, 1988; Carter and

Williams, 1996, Fultz and Howe, 2001).

High-resolution lattice-fringe imaging is a powerful tool in geosciences to identify

minerals, even nanometre-sized crystals. It is not, however, a tool for crystal structure

analysis. Usually, silicate minerals are sensitive to electron irradiation damage and

therefore become amorphous very quickly under the electron beam. Quartz, a most

common silicate is especially sensitive and transforms into a non-crystalline state very

rapidly. To acquire a high-resolution lattice-fringe image from quartz a very short

exposure time (<0.5 s) is required; after that the imaged volume is amorphous. With

Fig. 20. CTF with the envelope function E(u) applied, which considers chromatic aberration due to

instabilities in high-voltage and electron current. Without the envelope function the CTF would oscillate

and extend to unlimited values of u (nm�1). With the envelope function applied the CTF dies off at a

certain value of u (nm�1). That value defines the information limit of the TEM.
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nanometre-sized crystals convergent beam electron diffraction (CBED) would be the

right technique to acquire an electron diffraction pattern. However, focusing the

electron beam for CBED would immediately render the structure amorphous. CBED is

not an option for most silicate nanocrystals. The only technique to get structural

information from nanoinclusions in minerals (e.g. inclusions in diamond) is high-

resolution lattice fringe imaging and subsequent calculation of FFTs. This technique

has been applied effectively in numerous cases (Wirth et al., 2005, 2007, 2013; Khisina

and Wirth, 2002; Kaminsky et al., 2009; Schäbitz et al., 2015).

4. Microstructural features observed in TEM

4.1. Grain shape

The grain shape of micrometre- or nanometre-sized grains can be displayed very well in

bright-field or dark-field images. In the dark-field image in Fig. 21 a diamond crystal

included in zircon is displayed. The imaging vector for the dark-field image was the

(111) reflection of diamond. The alternating bright and dark contrasted layers along the

zircon–diamond interface are thickness fringes. It is evident that in some locations the

Fig. 21. Dark-field image (DF) of a diamond inclusion in zircon. The interfaces of the diamond crystal are

characterized by the alternating dark and bright contrast representing thickness fringes. Note the

roughness of the diamond surface and the locally different inclination of the interface that gives the image

an almost three-dimensional appearance. A few dislocation lines are also visible in the left part of the

diamond.
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interface is parallel to the electron beam with no thickness fringes visible whereas in

other locations the interface is inclined differently and rather rough. The image appears

to be almost three dimensional. The broad dark contrasts on the diamond surface are

diffraction contrasts. A few dislocation lines are also visible in the left part of the

diamond crystal. The alternating bright and dark contrast of the dislocation in the upper

left part of diamond near the interface suggests a steep inclination of the dislocation

line with the surface. Zircon is completely dark because the (111) reflection of diamond

was used exclusively for the dark-field imaging.

4.2. Twins

Twinning is a common feature in minerals, and TEM is a tool to identify the twin law using

electron diffraction and diffraction contrast imaging. In diamond grown by chemical

vapour deposition or gas phase condensation {111} nanotwins are very common. These

twins are a characteristic microstructural feature of such diamond formation under low-

pressure conditions (Shechtman, 1994; Tsuno et al., 1994). Recently diamond aggregates

found as inclusions in lava from Kamchatka volcanoes have been investigated with TEM.

One of the striking microstructural features of these diamonds is intensive twinning along

the {111} planes (Fig. 22). Aside from other observations, the presence of nanotwins

suggested that these diamonds were formed in local microenvironments in lavas by

chemical vapour deposition (Kaminsky et al., 2016).

4.3. Symplectites

Symplectites comprise a vermicular intergrowth of usually submicrometre-sized

crystals that replace a host mineral at a sharp reaction front. Garnet is a typical example

for symplectite formation with anorthite + orthopyroxene and spinel replacing garnet

(Degi et al., 2010). Another example is majoritic garnet from the Snap Lake kimberlite

Fig. 22. High-resolution lattice fringe image of

nanometre-sized twins in diamond. The twinning

plane is the (111) plane in diamond. The twinning

is also visible in the diffraction pattern (FFT).
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(North West Territories, Canada) that was partially transformed into orthopyroxene +

clinopyroxene + Cr-spinel + coesite. The majoritic garnet is separated from the lamellar

intergrowths of very narrow lamellae (<50 nm) of Opx + Cpx + Cr-spinel + coesite by a

sharp reaction boundary (Fig. 23). Such small lamellae can be identified only using

high-resolution lattice fringe imaging combined with EDX analyses. The FFTs from

the lattice-fringe images provide structural data (d spacing) that can be combined with

the chemical composition thus identifying the phases. For example, high-resolution

element mapping of the X-ray intensities revealed the presence of a SiO2 phase, which

subsequently was identified from lattice-fringe images as coesite. That majoritic garnet

occurs as an inclusion in diamond. During uplift of the diamond to the Earth’s surface
pressure and temperature decreased so that majorite became unstable and the

transformation started via a moving reaction front. Equilibrium of majoritic garnet

was achieved during mantle residence time at 1380ºC at 11 GPa (Sobolev et al., 2008).

4.4. Dislocations

Dislocations are crystal defects that can be incorporated in the crystal during crystal

growth or during later plastic deformation. The dislocation line and the Burgers vector

define a dislocation. There are three different types of dislocations: There are edge

dislocations with the Burgers vector normal to the dislocation line; in case of a screw

dislocation the Burgers vector is parallel to the dislocation line; and finally, there are

dislocation loops with a screw component (Burgers vector parallel to the dislocation

line) and an edge component (Burgers vector normal to the dislocation line). Screw

dislocations and edge dislocations are basic elements of plastic deformation of

materials. Dislocation loops are created by vacancy condensation or by condensation of

atoms or molecules on particular lattice planes. More details about dislocations can be

found elsewhere (Hull and Bacon, 1984). Dislocations can move along a crystal-

lographic direction in a crystal by a glide mechanism. Usually, plastic deformation

Fig. 23. HAADF image of a symplectite com-

posed of Opx, Cpx, Cr-spinel and coesite repla-

cing a majoritic garnet inclusion in diamond from

Slave Craton. The round feature in the back-

ground is due to the perforated carbon film on

which the TEM lamella rests.
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occurs by dislocation glide. The presence of straight dislocation line contrast in BF- or

DF-imaging indicates dislocation glide in TEM (Fig. 24). Very often, in plastically

deformed materials parallel dislocation lines are visible simultaneously. The

dislocation line visualizes the end of the inserted half-plane in the crystal structure.

If atoms are added to the end of the half plane or removed from the half plane the

dislocation line contrast starts curving finally resulting in a strongly curved dislocation

line. That process is called dislocation climb (Fig. 25). Adding atoms to the half plane

or removing atoms from the half plane is a diffusion process that is always thermally

activated. A certain threshold energy (i.e. the activation energy) that is characteristic of

a particular mineral must be overstepped to start the process. That means, if we observe

Fig. 24. TEM bright-field image of diamond with

dislocation lines. Note that most of the dislocation

lines are straight thus indicating deformation of the

diamond by dislocation glide.

Fig. 25. HAADF diffraction contrast image of

diamond. The bright contrasted lines are disloca-

tion lines that are mostly curved and twisted. Such

curved dislocations indicate dislocation climb, a

thermally activated process suggesting a longer

residence time under high temperature after

deformation.
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predominantly straight dislocation lines (e.g. in diamond in Fig. 24) we might conclude

that the crystal has been deformed plastically. In the case of diamond that deformation

occurred under high-temperature conditions most likely in the upper mantle. However,

if only straight dislocation lines are visible we can conclude that the residence time of

the diamond under high-temperature conditions was not long. If the diamond had been

deformed and had resided for a longer period under high-temperature conditions, the

dislocations would have started to climb thus forming strongly curved dislocation lines.

In such a particular case we can assume that the diamond has been transported rapidly to

the surface after deformation. If the threshold temperature for thermally activated

processes such as dislocation climb by diffusion of atoms is known � in the case of

quartz it is ~300ºC (Voll, 1976) – we can deduce a temperature estimate for that

particular mineral. If the dislocations start moving by glide and climb they can

rearrange in the crystal finally reducing the stored energy of the crystal. The

dislocations rearrange thus forming walls or cells (Fig. 26). The volume that is defined

by the cell wall is free of dislocations. It is a process that is called recovery. The

formation of dislocation walls is an early stage of recovery. Continuous movement of

dislocations ends up in an arrangement of the dislocations in low-angle grain

boundaries, which is shown in Fig. 27.

The misorientation between two grains determines the number of dislocations in a low-

angle grain boundary (Heinemann et al., 2005). The transition between small-angle and

large-angle grain boundaries was defined by the invisibility of individual dislocation lines.

If the number of dislocation lines along a low-angle grain boundary increases repeatedly,

at a certain number the dislocation cores will overlap and individual dislocation lines are

no longer visible (Gleiter and Chalmers, 1972). Heinemann et al. (2005) demonstrated

that in olivine there are individual dislocation lines visible even at 21º misorientation.

That contradicts the observations in metals and alloys where the transition between low-

angle and high-angle grain boundaries is in the range of 10�15º misorientation. The

Fig. 26. TEMbright-field image of a calcite crystal

with dislocations forming a dislocation-free cell.
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conclusion from that observation is that the structure of grain boundaries in silicates is

different from the structure of grain boundaries in metals. This is quite reasonable because

in metals there is no need for charge compensation and in silicates there are rigid units in

the form of the SiO4 tetrahedra.
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